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ABSTRACT 

 

Automatic Dependent Surveillance-Broadcast (ADS-B) is an alternative technology 

adopted by the FAA instead of ground radar to enhance accurate navigation by relying on 

GPS satellites for precise aircraft position information. Factors such as jamming, multipath 

fading, and solar activities influence GPS data integrity issues, causing dropouts or missing 

data, thus affecting flight safety and navigational accuracy. To mitigate such potential GPS 

dropout-related incidents, there is a need for robust data-driven models. This thesis focuses 

on multiple studies: (1) investigate five distinct machine learning (ML) models to impute 

missing data on ADS-B/GPS information; (2) design a federated learning (FL) framework 

for aviation network data; and (3) conduct a benchmarking study to validate multiple 

quality attributes for the proposed aviation Fed-CPS framework. Preliminary results 

indicate (a) k-NN yields better accuracy over other ML models (Bayesian Ridge, Random 

Forest, AdaBoost, Extra Tree, and k-NN) even at the highest missing rate of 30%; (b) 

deployment of LSTM and k-Means in a federated setting indicate that LSTM results in 

both MAPE and computation run-time savings. Specifically, LSTM shows (i) 

performance-per-dollar of 1.5 times (client) and 0.5 times (server) than k-Means and (ii) 

energy-efficiency-per-watt of 1.5 times (client) and 0.5 times (server) than k-Means. 
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CHAPTER I  

INTRODUCTION 

1.1. Motivation and Problem Statement  

Cyber-Physical Systems (CPS) are intelligent systems integrating physical devices with 

computational components to enable real-time monitoring and control, which provides more 

scalable, safe, secure, and robust systems. Before CPS, these systems used to run independently 

with little or no connectivity, making it challenging to make decisions and carry out tasks 

efficiently [1]. The main characteristic of CPS is the seamless exchange of data between multiple 

systems that need to detect and act upon environmental changes quickly and accurately in real time 

to achieve a particular goal. 

 

CPS requires complex design, testing, and monitoring while managing complexity to deliver 

effective performance with redundancy, fault tolerance, and reliable communication. Moreover, 

CPS should use standardized protocols and interfaces created with interoperability to exchange 

information with other systems or devices [2], [3]. CPS is used in several domains, including 

manufacturing, healthcare, transportation, and energy. 

 

Figure 1 shows the components associated with CPS for aviation. These components are 

interconnected to enhance routine maintenance, reduce maintenance expenses, decrease fuel costs, 

and increase flight safety. One of the key avionics systems important for flight safety and 

navigational accuracy is the Global Positioning System (GPS). 
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Figure 1. Components of aviation network-related Cyber-Physical Systems. 

 

GPS is a navigational system that uses satellites to help find the device location. It operates based 

on the principle of trilateration, where GPS receivers measure its distance from multiple satellites 

to determine its location accurately [4]. Figure 2 highlights some applications that use GPS in 

aviation, including Flight Management Systems, Weather and Environment Monitoring, Auto-Pilot 

and Flight Control Systems, Search and Rescue, and Collision Avoidance (ADS-B) [5]. As the 

number of commercial and private airlines increased, the Federal Aviation Administration (FAA) 

introduced a new technology called Automatic Dependent Surveillance-Broadcast (ADS-B). This 

technology uses GPS and onboard sensors to accurately determine the location of aircraft to 

enhance the flight safety. However, despite these advancements, there are various reasons that can 

cause data integrity issues. Addressing these challenges is essential for maintaining the 

effectiveness of ADS-B and, in turn, enhancing flight safety and navigational accuracy. 
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Figure 2. Importance of GPS in aviation. 

 

1.2. Research Questions 

The aviation industry heavily relies on the GPS and several factors contribute to data integrity 

issues, disrupting flight safety. Thus, this thesis focuses on hypothesis (H0) aimed to investigate 

whether machine learning-based imputation and Federated Learning framework aids in solving 

GPS/ADS-B integrity issues. The research will primarily address two problem statements: 

1. How can advanced ML-based techniques be effectively utilized to impute the missing data 

in GPS/ADS-B system?  

2. In what ways can the Federated Learning framework enhance the privacy and improve the 

flight safety and navigational accuracy? 
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1.3. Organization of the Thesis 

The outline of this thesis is as follows: 

Chapter II provides an overview of the ADS-B, including the ADS-B data format and associated 

vulnerabilities. A broad review is conducted to assess the vulnerabilities present in the ADS-B. 

 

Chapter III investigates the reasons for GPS integrity and the importance of imputation to avoid 

potential collision incidents. This chapter also highlights the importance of imputation by 

demonstrating the use of ML algorithms to predict the missing data at different missing rates 

ranging from 10% to 30% on the ADS-B/GPS dataset. 

 

Chapter IV overviews how the aviation landscape continues to evolve and the significance of 

simulation in this modern air traffic system. Thus, this chapter discusses the state-of-the art review 

on existing architecture frameworks used in aviation and different domains. Finally introduces the 

design of a Federated Learning framework for aviation network data.  

 

Chapter V provides the practical implementation of the architecture mentioned above in a 

simulation environment and conduct a benchmark to validate multiple quality attributes for the 

proposed aviation Fed-CPS framework. 

 

Chapter VI concludes by providing future work and open research directions. 
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CHAPTER II  

BACKGROUND AND OVERVIEW OF ADS-B 

2.1. Background of ADS-B 

Before ADS-B was rolled out, the aircraft depended on the Primary Surveillance Radar (PSR), 

which uses radio waves sent out in a specific direction. When encountering an aircraft, it bounces 

back if it is in operating range. The time difference between transmission and reception is 

considered to determine the distance. Furthermore, Secondary Surveillance Radar (SSR) is an 

advanced RADAR system used to collect additional information, such as the identification code 

of aircraft (transponder code) and altitude. This information is then sent to the Air Traffic System 

(ATS) to identify aircraft and manage air traffic more effectively. The transition from Radio 

Detection and Ranging (RADAR) to ADS-B as a primary source for surveillance has significantly 

improved aviation safety, real-time tracking, and effective ground operations [6]–[8]. 

 

ADS-B largely depends on the Global Navigation Satellite System (GNSS) and other sensors to 

determine the aircraft location. Unique aircraft id, altitude, and additional critical information are 

transmitted at 1Hz [9] to nearby planes and ground air traffic control (ATC). Therefore, it improves 

air-traffic surveillance by providing higher accuracy, enhancing the situational awareness, and 

decreasing the risk of mid-air collisions compared to PSR and SSR. It also aids in preventing 

runway incursions and enables more precision of ATC management, especially in remote regions 

lacking radar coverage. Consequently, the ATC system can now effectively handle large volumes 

of aircraft, facilitating the implementation of optimized departures and arrival procedures. The 

rapid advancements in artificial intelligence (AI) have led to the utilization of ML models in 

forecasting flight trajectories [10]–[16], and fuel and emissions evaluation [17]–[19]. 
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2.2. ADS-B Categories 

ADS-B is categorized as ADS-B Out and In, as shown in Figure 3. The Extended Squitter (ES) 

and the Universal Access Transceiver (UAT) are the two ways that ADS-B Out transmits data. 

The purpose of it is to broadcast aircraft metadata, including flight unique identification number, 

position information (latitude, longitude, altitude), and velocity. All the aircraft must mandatorily 

have ADS-B Out and transmit data either through the 1090MHz frequency spectrum for aircraft 

operating in Class A airspace anywhere in the world or the 978MHz frequency when aircraft 

operating below Class A airspace within the United States only. Meanwhile, the aircraft having 

optional ADS-B In, will obtain information from nearby operating aircraft in that region. 

 

2.3. Understanding of ADS-B Message Structure 

The structure of the ADS-B 1090ES message is shown in Figure 4. It consists of five fields, with 

a length of 112 bits, described below:  

• Downlink format (DF) – This determines the type of message. All the ADS-B 

transponders will use the download format beginning with a decimal value of 17 (i.e., 

10001 in binary). In contrast, the non-transponder-based ADS-B starts with a decimal value 

of 18 (i.e., 10010 in binary). 

• Transponder Capability (CA) – This indicates the capabilities of the transponder level, 

either airborne or on-ground status. 

• International Civil Aviation Organization (ICAO) – a distinct aircraft identification 

code (hex code) given to each aircraft.  

• Message Extended Squitter (ME) – The field contains data about the aircraft, including 

its surface position, altitude, velocity, and status.  
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• Parity Field (PE) – It holds 24-bit cyclic redundancy check (CRC) information to identify 

whether messages are corrupted. 

 

 

Figure 3. An Overview of the ADS-B and GPS communication between aircraft, ATC, and 

UAV. 

 

 

Figure 4. ADS-B data packet layout. 
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2.4. Vulnerabilities in ADS-B 

ADS-B data packets are intended to be transmitted at 1Hz, but "dropouts" or incomplete 

transmissions might occur occasionally [9]. Several potential causes exist for these problems, 

including GPS receiver issues, faulty ADS-B transceivers, or other issues [20]. Another possible 

factor is the security risks associated with its open and unencrypted broadcasting within a known 

frequency range, exposing well-known data formats. This could potentially lead to passive or 

active attacks, originating from within and outside the ATC system. Active attacks include 

intentional or unintentional interference [21]–[23] as well as jamming, spoofing, or message 

deletion or modification [24]–[29]. Passive attacks, such as eavesdropping, involve attempts to 

listen to the ADS-B messages of an individual aircraft without disrupting the system. This Table 

1 indicates how ADS-B messages can be attacked and the consequences of doing so. 

 

Table 1. Different Attacks in the ADS-B Data Packets 

Attack Types Impacts References 

Spoofing 

• Broadcasting falsified ADS-B information that can result in 

mid-air collision or other dangerous situations. 

• Impersonating the identity of a genuine aircraft. 

• Capturing the ADS-B data and then replaying it. 

[30]–[32] 

Jamming • Disrupting the broadcasting of ADS-B data within a 

designated airspace. 
[33] 

Message 

Manipulation 

(or) Deletion 

• Manipulate the ADS-B data for a single or multiple aircraft. 

• Removal of specific or entire ADS-B data for certain 

regions. 

[34], [35] 

Eavesdropping 
• Listening to the ADS-B data on aircraft or airspace, 

specifically military aircraft. 
[36] 
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Wireless technologies are heavily used in modern aviation for communication. And the fact that 

ADS-B communicates with ATC in an unencrypted way makes the ADS-B protocol vulnerable. 

Software Defined Radio (SDR) is widely adopted method for transmission and reception of RF 

signals. Some of the popular SDRs include the HackRF One, USRP, and BladeRF. It is critical to 

identify any ADS-B flaws that might lead to GPS data integrity tampering. This information is 

critical for developing effective countermeasures and guaranteeing flight safety. The chapters that 

follow will go over the importance of machine learning (ML) and federated learning (FL) 

approaches in ensuring the safety and precision of GPS and ADS-B technologies. 
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CHAPTER III  

IMPUTING ADS-B/GPS DROPOUT USING MACHINE LEARNING 

3.1. Introduction 

The integrity of GPS signals can be susceptible to various factors, such as natural events, satellite-

related issues, environmental factors, defects, regulation challenges, and cyber threats, as 

illustrated in Figure 5. An example of such an incident happened with Cirrus Jet (ICAO - ad564c) 

near Savannah, Georgia, on February 26, 2022, where geo-altitude was not transmitting for about 

20 minutes, as shown in Figure 6 (highlighted in yellow). On October 18, 2022, a similar incident 

occurred with aircraft DAL 2439, which was en-route from Oklahoma to Austin, USA. During the 

flight, the barometric pressure data did not transmit for a duration of 15 minutes [37]. The ADS-

B/GPS messages should broadcast at 1Hz, but if there is a discontinuation, it is called an ‘ADS-B 

Dropout’ [9]. 

 

Figure 5. Categories of GPS Integrity challenges. 
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(a) Trajectory of the flight ICAO – ad564c 

 
(b) Missing data packets for geo-altitude for the flight ICAO – ad564c 

Figure 6. Data discrepancies captured in OpenSky Network on February 26, 2022. 
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The GPS positioning errors can vary significantly across different locations, resulting in 

incomplete or inaccurate information. To avoid potential collision incidents, it is necessary to 

implement robust Machine Learning (ML) algorithms that use patterns and impute trajectory 

points to maintain GPS integrity. 

 

In this chapter, we will discuss the importance of imputation and how to handle missing data. 

Additionally, we will analyze the dataset and the various ML algorithms used for imputing 

GPS/ADS-B parameters. Finally, the last section will focus on the results and conclusions from 

the imputation. 

 

3.2. Related Work 

Every real-world application has certain incompleteness in its data points, often known as ‘missing 

data’. Developing robust decision-making systems and providing accurate results in many study 

domains, such as medicine [38], engineering, and finance [39] is difficult when missing data exists. 

These frequently occur due to (i) measurement errors, (ii) inaccurate data entry, (iii) purposefully 

masking, (iv) equipment failure, or (v) cyberattacks. A thorough investigation of the patterns and 

characteristics is required to address these, which consumes time. Rubin [40] categorized the 

occurrence of missing data into (i) Missing Completely at Random (MCAR), (ii) Missing at 

Random (MAR), and (iii) Missing Not at Random (MNAR). The two common strategies for 

tackling missing information are deletion or imputation (filling in the gaps). Listwise or pairwise 

deletion strategies are mostly adopted, which involve the removal of the entire value or only a pair 

of columns that contain missing values [41]. However, these methods are feasible only when the 

proportion of missing entries is small [41]. Unfortunately, considering the importance of feature 
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columns, these approaches would limit the available data, resulting in inaccurate classification or 

prediction [41], [42]. Alternatively, statistical, ML-based, or DL-based approaches can be used to 

substitute the null records through imputation. Figure 7 summarizes the potential approaches to 

dealing with the missing data. 

 

3.2.1.  Statistical-based Imputation 

Single Imputation (SI) and Multiple Imputation (MI) are two types of imputation that fall in this 

Statistical-based Imputation. SI involves substituting the missing values using statistical 

approaches using mode [43], mean [44], median [45] or last observed carried forward (LOCF). In 

many studies, that is adopted only when the ratio of missing data is small numbers [46]. These 

methods frequently result in inaccurate distribution of the data points, which lowers the output 

quality. In MI, regression models are used to predict and impute missing values by considering all 

 

Figure 7. An Overview of handling missing data. 
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other variables. Multiple Imputation by Chained Equations (MICE) is an example of this category 

that uses this approach [47]. Expectation-Maximization (EM), an iterative two-step imputation 

procedure. In the first stage, the missing data is estimated by using the available information. Then, 

the model attempts to utilize maximum likelihood estimates on those values in the subsequent 

phase, and this procedure is continued until convergence is attained [48]. In the GNSS interference 

classification study to impute the multivariate time-series data, a combination of Autoregressive 

Integrated Moving Average (ARIMA) and EM was used to better estimate the missing values [49]. 

Most researchers initially adopted this method to do imputation [50], [51]. This imputation strategy 

has been observed to perform well with a smaller sample size [51]. 

 

3.2.2.  Machine Learning-based Imputation 

As ML gained attention, researchers started to apply iterative and regression-based approaches to 

impute the missing data [52], [53]. Some of the popular ML algorithms in imputation include 

Linear Regression (LR), Random Forest (RF), k-Nearest Neighbor (k-NN), and Support Vector 

(SV). RF is a well-known and popular supervised ML algorithm that aggregates the prediction 

results from various decision trees rather than using a single decision tree to produce accurate 

results [54]. A grid search was used in a study to determine the optimal combination of parameters 

in the RF for effectively handling missing values to achieve maximum accuracy [55]. In science 

and medicine, imputation techniques are applied to the liquid chromatography-mass spectrometry 

(LC-MS) dataset with varying percentages from 5% to 30% missing rates consisting of different 

imputation techniques - zero, minimum value, half of the minimum value, and mean imputation, 

and dimensionality reduction based-imputation - Singular Value Decomposition (SVD), 

Probabilistic Principal Component Analysis (PPCA), Bayesian Principal Component Analysis 

(BPCA), as well as supervised ML algorithms - RF and k-NN [56]. Because k-NN has a faster 
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computation time than tree-based methods, several researchers explored the modified k-NN 

algorithm. For instance, Grey-Based kNN Iteration Imputation (GBKII), a modified variant of k-

NN, was utilized as an alternative to the traditional Euclidean distance-based k-NN [57]. For the 

time-series dataset, gap-sensitive windowed kNN (GSW-kNN) was proposed for imputing on a 

traffic dataset [58]. On the contrary, Poulos and Valle [59] conducted a comparative analysis of 

LR and SV with k-NN and RF at different levels of MCAR and showcased that k-NN performed 

better. Additionally, Jadhav et al. carried out with only 10% to 50% missing rates, and their results 

demonstrated that k-NN outperforms all other ML models [60]. 

 

3.2.3.  Deep Learning-based Imputation 

Although ML algorithms have shown promising results, in recent years, Deep Learning (DL), a 

subfield of ML, has demonstrated significant promise in dealing with missing data across various 

fields. A Multi-Layer Perceptron (MLP) network is an example used in the energy management 

system and assessed with other machine learning models, showing that k-NN performed better 

during the peak hours and Linear Interpolation (LI) at off- and semi-peak hours [61], [62]. A Deep 

Neural Network (DNN) with the EM algorithm was utilized, and Root Mean Squared Error 

(RMSE) results showed different missing rates of 25%, 50%, and 75% [63]. Recurrent neural 

networks (RNNs) are also used in research when dealing with sequential time series [64], [65]. 

Due to challenges in the vanishing gradient points, a modified version called gated recurrent unit 

(GRU) was developed, which correlates well with target variables [64]. A modified version of this 

model, GRU-D, also demonstrated improved results but ended up with space and time complexity 

[64]. As a result, this algorithm works only on specific datasets based on the recent data point and 

the global average. To overcome this problem, Bidirectional Recurrent Imputation for Time Series 

(BRITS) is based on taking insights from forward and backward values was considered [66]. A 
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modified version of Bidirectional RNN was proposed, generating synthetic data using temporal 

and non-temporal information. Results showed a score above 50%, even with 90% missing rates, 

compared to other DL models as per reference [67]. 

 

In this chapter, we will gather the dataset of different flights of ADS-B/GPS data and introduce 

missing data at varying rates of 10%, 20%, and 30% through random sampling and use various 

ML algorithms, including Bayesian Ridge (BRR), Random Forest (RFR), AdaBoost (ABR), Extra 

Tree (ETR), and k-Nearest Neighbors (kNNR) for imputation. Our goal is to determine the most 

effective algorithm, even in situations involving significant amounts of missing data. 

 

3.3. Dataset Description 

In this section, we will discuss the details of the dataset, highlighting its key features. Additionally, 

the necessary steps required to improve the quality and relevance of the dataset through 

preprocessing will be addressed. 

 

3.3.1. Dataset Collection 

Data from the OpenSky Network was downloaded using a Python script [68]. This information 

was arranged by day and hour in each parquet file, a columnar storage file format optimized for 

big-data processing. The downloaded data was then organized daily and hourly in individual 

parquet files from February 19 to 27, 2022, containing six flights that resulted in approximately 

60,100 data points. Table 2 illustrates the features column used for this study and the corresponding 

sample data recorded for an aircraft in the OpenSky database. 
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Table 2. Dataset description of the OpenSky dataset 

Field Name Field Purpose 
Sample Data 

Format View 

time 
The Unix (epoch) timestamp that OpenSky ADS-B Receivers 

recorded when an aircraft was nearby. 
1479957078 

icao24 The 24-bit ICAO transponder ID to track aircraft. 780db8 

lat Last known latitude of the aircraft in decimal degrees. 118.59931 

lon Last known longitude of the aircraft in decimal degrees. 22.916793 

geo-altitude The actual height of aircraft above sea level in meters. 8839.2 

 

 

3.3.2. Dataset Preprocessing 

Pre-processing the data involves transforming the raw data into a more usable and effective format 

suitable for further processing steps. In this scenario, each flight is divided into individual trips as 

a part of the pre-processing step. A threshold limit of 15 minutes was chosen to define the trips, as 

the data obtained had challenges in accurately distinguishing between dropouts due to ADS-B 

receivers being turned off for shorter durations. The segmented trips of each flight were then saved 

as a separate parquet data file. These parquet data files containing each flight's trips were utilized 

to train the models. Figure 8 provides an overview of the ML framework for imputing ADS-B/GPS 

dropout data.  The initial phase is to import all the parquet files segmented based on trip intervals 

using pySpark. Pandas [69] is a popular Python data analysis and manipulation library. However, 

due to its single-threaded nature it faces performance-related issues, which constrain its ability to 

leverage multi-core processing for parallel task execution. As a result, pySpark [70] was chosen 

over other libraries [71]. Next, the data is cleaned to create a clean flight trip by eliminating 

duplicate entries. Then the missing values are introduced randomly from 10% to 30%. 
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Figure 8. Overview of ML framework. 

 

3.4. Machine Learning Models and Evaluation 

In this study, imputation is performed using scikit-learn [72], a well-known ML library. Five 

different regression machine learning models—BRR, RFR, ABR, ETR, and kNNR — are utilized 

for imputation, which uses Iterative Imputer [73] and kNNImputer [74] functionality. 

 

3.4.1. Bayesian Ridge Regression Imputation 

The Ordinary Least Squares (OLS) strategy is used to fit the model, and the error is minimized by 

adjusting the 𝑤 coefficients. 

𝑚𝑖𝑛 ∑ (𝑦𝑖 − 𝑤𝑇𝑥𝑖)
𝑀
𝑖=1   .… Equation 1 

 

Equation 2 shows the dependent variable (y), the coefficients (w) and M instances (xi). However, 

there are instances when this method overfits, thus overcoming this regularization (L2 

regularization) using a Gaussian distribution to lower the least-squares integrating regularization 

element [75]. Equation 3 represents the formulae for Bayesian Ridge Regression, where the X is 

the matrix of all instances. 
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𝑦 ∼ 𝒩(𝑤𝑇𝑋, 𝜎2) ….  Equation 3 

 

3.4.2. Random Forest Regression Imputation 

Random Forest for imputing missing information has gained attention in several disciplines. 

Several decision trees are created during training, based on the bootstrapping of the observed data 

samples. A random subset of features is selected during each split of individual decision tree. This 

is repeated until all the decision trees are generated with only observed data. These trees 

constructed from observed data are then used to replace these missing values [55].  

 

3.4.3. AdaBoost Regression Imputation 

AdaBoost (Adaptive Boosting) is another ensemble-based model that uses boosting to strengthen 

weak learners and produce more accurate regression results. Freund and Schapire introduced this 

first boosting ensemble model [76]. AdaBoost is sensitive to noise, but with repeated iterations, it 

may still strengthen poor learners. Similar to this, the performance of these weak learners is 

estimated after they are imputed iteratively. The final imputation stage is achieved through a 

weighted combination of the outputs from each weak model. 

 

3.4.4. Extremely Randomized Trees Regression Imputation 

 

Extremely Randomized Trees or Extra-Trees Regressor (ETR) is an ensemble approach and 

performs like a RF algorithm in which the trees are created based on random subsets of features 

that use a random threshold for each node split and finally combine to generate the output [77].  Its 

primary advantage over random forest is the reduction of bias and variance. 
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3.4.5. k-Nearest Neighbors Regression Imputation 

It is often called as “lazy learner” because it does not have any function to learn from training 

datasets but memorizes them instead. Using distance-based approaches, it estimates the empty 

records based on the difference between the target and the other values [57]. Below is the pseudo-

code for the k-NN imputation implementation. In our scenario, k-neighbors from are varied from 

1, 2, 3, 4, 5, 10, 20, 30, and 50 with weights as uniform and distance. 

 

3.5. Results 

To estimate the missing values for the three feature columns—latitude, longitude, and geo-altitude; 

the RFR, ABR, ETR with ‘n_estimators’ set to 10, 50, and 100. Additionally, the kNNR was 

applied with k values ranging from 1 to 50, using both uniform and distance weights. The 

imputation process was conducted for different ranges of missing rates from 10% to 30%. 

Evaluation metrics such as the mean absolute error (MAE) and root mean square error (RMSE) 

were used, defined in Equations 4 and 5 respectively. 

MAE =
1

n
∑ |xi − xî|
n
i=1      … Equation 4 

RMSE = √
1

n
∑ |xi − xî|
n
i=1    … Equation 5 
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(a) For Latitude – BRR, ABR, RFR, ETR (b) For Latitude – kNNR 

  

(c) For Longitude – BRR, ABR, RFR, ETR (d) For Longitude – kNNR 

  
(e) For Geo-altitude – BRR, ABR, RFR, ETR (f) For Geo-altitude – kNNR 

Figure 9. Comparison of MAE Score for Latitude, Longitude, and Geo-altitude at 10% missing 

ratio. 
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(a) For Latitude – BRR, ABR, RFR, ETR (b) For Latitude – kNNR 

  

(c) For Longitude – BRR, ABR, RFR, ETR (d) For Longitude – kNNR 

 

  

(e) For Geo-altitude – BRR, ABR, RFR, ETR (f) For Geo-altitude – kNNR 

Figure 10. Comparison of MAE Score for Latitude, Longitude, and Geo-altitude at 20% missing 

ratio. 
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(a) For Latitude – BRR, ABR, RFR, ETR (b) For Latitude – kNNR 

 
 

(c) For Longitude – BRR, ABR, RFR, ETR (d) For Longitude – kNNR 

 
 

(e) For Geo-altitude – BRR, ABR, RFR, ETR (f) For Geo-altitude – kNNR 

 

Figure 11. Comparison of MAE Score for Latitude, Longitude, and Geo-altitude at 30% missing 

ratio. 
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Figure 9, Figure 10 and Figure 11 shows the comparison chart of MAE scores vs. number of 

iterators or nearest neighbors, varying the imputation rates from 10% to 30% for latitude, 

longitude, and geo-altitude. When the dataset is randomly imputed for 10%, the MAE score of 

Bayesian Ridge Regressor remains consistent across the iterations. On the other hand, the Extra 

Tree Regressor performs better at a lower number of estimators at 10 and 50 in contrast to other 

tree-based models - Adaboost and Random Forest. However, increase in the number of estimators 

in-turn increases the MAE Score. On the contrary, k-NN consistently yielded better results 

irrespective of the number of k neighbors. When increasing the imputation rate to 20% and 30%, 

no improvement is observed in the Bayesian Ridge Regressor. The Extra Tree Regressor performs 

well compared to other tree-based models, requiring an average of 300 iterations to achieve lower 

MAE scores. However, it does not surpass the performance of k-NN imputation, where a higher 

number of k-nearest neighbors provides better MAE scores demonstrating effectiveness even with 

30% missing data. 
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CHAPTER IV 

FEDERATED LEARNING ENVIRONMENT FOR AVIATION NETWORK DATA 

4.1. Introduction 

The aviation industry is undergoing a significant technological transformation as it introduces new 

aircraft into the existing operational airspace through the Advanced Air Mobility (AAM) concept. 

This innovative approach aims to enhance the efficient movement of people and cargo between 

locations, particularly in underserved areas. Aircraft like Electric-Vehicle Take-Off and Landing 

(eVTOL), Electric Conventional Take-Off and Landing (eCTOL), and small Unmanned Aerial 

System (sUAS) fall within the scope of AAM. According to research conducted in 2023, the U.S. 

market is expected to grow by 82,000 passengers daily, with an estimated market evaluation of 

USD 2.5 billion yearly [78]. However, very few companies are participating and building 

prototypes in this complex environment. These modern avionics also rely on GPS and ADS-B to 

assist pilots in identifying nearby air traffic. The sharing of aircraft information through ADS-

B/GPS transparently can potentially lead to various attack possibilities, including jamming and 

spoofing [79]–[81], false data injection [82] attacks. An example of such an incident occurred 

when a new 5G telecommunications system interfered with GPS signals, causing the airport to 

stop and halt [83], [84]. Therefore, it is crucial to effectively share the information to provide safety 

of aircraft [85]. 

 

Federated Learning (FL) is an active research field that maintains privacy without compromising 

accuracy. Unlike traditional cloud-based ML approaches, the new FL provides a better alternative 

to addressing the issues, enabling decentralized learning approaches on the edge and achieving 

privacy. Most applications have started to adopt this approach [86]–[90]. In the following sections 
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we will discuss the existing state-of-the-art (SOTA) software architecture simulation frameworks 

in aviation and other domains and the current software architecture trends. Furthermore, extending 

this to the field of FL, the goal is to enhance privacy-preserving decentralized ML. Finally, to 

design a hybrid simulation framework architecture that can be easily customized and supported at 

a large scale, thus allowing to experimentation with various applications. 

 

4.2. Background And Related Work 

 

The following part outlines some of the popular software architecture styles, highlighting some of 

the SOTA reviews in aviation and other domains, and proposes a hybrid federated learning 

approach and the current trends in software architecture. 

 

4.2.1.  Software Architecture Paradigms 

Software architecture refers to a conceptual framework that offers an overview of a software system 

design from a high level. According to ISO/IEC/IEEE 42010:2011: “the fundamental concepts or 

properties of a system in its environment embodied in its elements, relationships, and in the 

principles of its design and evolution” [91]. It consists of an abstract representation of software 

components (processing and computation), connectors (interaction), and their relationship to 

environmental conditions. Following are a few of the popularly used architectural design patterns: 

• Client-Server Architecture [92] – This is the fundamental architecture style in the software 

paradigm, which is divided into four groups: one-tier, two-tier, three-tier, and N-tier 

architecture. In one-tier architecture, the business logic and data access logic are combined. In 

contrast, a two-tier architecture consists of two main components: the client, the graphical user 

interface in charge of direct user interaction and communication with the server tier to request 

data, and the server, which manages application data, processes client requests, and controls 
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business logic. The three-tier architecture provides more layers of separation – presentation 

(interacts directly with users), application logic (applications’ business logic, processing, and 

functionality), and data (stores and manages application data). 

 

• Layered Architecture [93] – The majority of applications use this type of architecture, 

sometimes it is referred as N-tiered architecture. Components associated in each layer in this 

architecture are connected but function independently. As this architecture uses a top-down 

approach to interact from one layer to another, they cannot bypass intermediary layers but must 

pass through all sequentially. Although this architecture is inexpensive and straightforward, it 

is not scalable or modularized. 

 

• Pipe-and-Filter  [94] – In this, the data processing is broken into multiple stages and filters. 

These data will flow sequentially through several phases, each of which has filters. It is 

responsible for transforming data and passing it on from one filter to another in a unidirectional 

flow. Though they are all simple to set up and can be readily modularized and changed, they 

are not scalable. 

 

• Event-Driven Architecture [95] – This is a widely used distributed asynchronous architecture, 

with each component separated and executing a particular process asynchronously. It comprises 

of two elements – the broker and the mediator. Once an event is started in the broker, it is routed 

to the relevant event's channel for processing, with all these operations performed 

asynchronously. A mediator will coordinate several event processors to control and manage the 
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events. Although implementing this into practice can be difficult, the performance and 

scalability are advantages over other architecture. 

 

• Microservice Architecture [96] – This architecture pattern rapidly captured industries 

attention, as the individual components of a single application are broken into smaller services. 

Each of these services operates independently and communicates with others. In addition, each 

of these microservices has its presentation, application, and database service, which may be 

shared with other microservices. 

 

• Microkernel Architecture [97], [98] – This architecture, sometimes called plug-in 

architecture, enables adding new functionality on top of the core modules. In other words, it 

divides the application logic between standalone plug-in parts and the core system. Similar to 

layered design, this architecture is easy to implement, but scalability and modularity are not 

very advantageous. 

 

Recently, modern software architecture involving a combination of High-Level Architecture (HLA) 

and Data Distributed Services (DDS) [99] to connect different components of the system. These 

connectors act as a facilitators to exchange information between these components. This type of 

architecture was designed to support various applications, including FAA Simulator aircraft, and 

Urban Air Mobility (UAM). The existing simulation tools for Air Traffic Monitoring (ATM) 

concepts did not incorporate the cyber element, essential for effectively addressing cyber threats 

and mitigating potentially catastrophic consequences. Some of the architectures tested for their 

performance in terms of latency, update rate, throughput, and probability density [100] in the Air 
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Traffic Generator (ATG) and Multi Aircraft Control System (MACS). The results indicated that 

MACS performance degraded when handling 200-300 aircraft with a throughput of 37.5 KB/s, in 

contrast with 225 KB/s in the ATG and can handle 1200 aircraft. However, the known fact is that 

as the number of aircraft increases, the latency and update rate also increase, which can impact the 

effectiveness of the simulation. As a part of this architecture, an additional centralized message-

oriented middleware was added to the ATM simulation of NASA for communication among 

different components [101]. Performance was evaluated to determine the effectiveness of this 

intermediate broker, since it reduces the need to develop separate simulator functionality. Results 

show that throughput and duration can further be improvised with the help of compression settings. 

Many applications have adopted a microservices-based architecture to improve their scalability. An 

example was the Space Traffic Management System, based on a NASA low-altitude UAS traffic 

management system [102]. In this architecture, each service communicates via Application 

Programming Interface (API) on a containerized platform, providing significant benefits in 

scalability, resiliency, and flexibility. However, the designs fail to incorporate the trade-off between 

maintaining resiliency and efficiency. 

 

Utilizing the layered architecture, simulation experiments were conducted by the Aviation Security 

Lab [103] focusing on Avionics Full Switched Duplex Ethernet (AFDX), a high-speed data 

communication system used in aircraft for flight control, navigation, and communication. This 

testbed was built with Graphical Network Simulator-3 (GNS-3) to simulate network topologies and 

tested on different attack vectors, including sniffing, MITM, DoS, and message replay. This setup 

has limitations, as it cannot be used with HITL and does not incorporate lightweight Intrusion 

Detection and Prevention (IDPS) technology. Another study focused on GPS attacks [104] on 
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NASA's ATM testbed, which utilizes service-oriented architecture with components that 

communicate through message-oriented middleware. However, this testbed simulation did not 

assess in a multi-aircraft environment nor explore the detection and mitigation of attack models 

beyond false data injection. Furthermore, these simulations did not evaluate the performance under 

varying environmental conditions. 

 

Developing a testbed architecture involves integrating Artificial Intelligence (AI) components, 

requiring a flexible, scalable, and portable solution. A reinforcement learning-based testbed 

architecture is a good example used in the Advanced Air Mobility (AAM) [105], to predict live 

traffic predictions designed using layered architecture to maximize throughput and minimize delay. 

This architecture allows for scalable solutions and is also suitable for different use cases but lacks 

standardization, which can create interoperability issues with no common framework. Another 

study [106] proposed a microkernel with microservice architecture on the UAV to address the lost-

link problem where the microkernel architecture can extend plug-in operation on top of the core 

modules. Using this, the sensor data were extracted, and through message middleware, these were 

pushed to microservice-based applications such as Mission Planning Services. The findings show 

this architecture style can provide robustness, quality, and performance but lacks scalability to 

support multiple use cases or seamless communication and collaboration between systems. 

 

Table 3 and Table 4 shows some existing simulation architecture in aviation and other domains. 

Some of them have used layered architecture system testbed with attacks includes DoS, MITM, 

Sniffing, and Replay attacks on the Aviation Full-Duplex Ethernet protocol [30], on the contrary, 

others have adopted the combination of microservices and microkernel architecture to improve the 
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performance and re-usability [33] [34].  In some research, there were limited API-based approaches 

for designing aircraft operations and suggested using bidirectional state services like publish-

subscribe communication patterns [40] and lightweight detection systems [29]. 

Table 3. Taxonomy of existing simulation architecture in aviation 

Year 

Reference 

(HITL/SITL) 

Study Highlights 
Architectural 

Styles 
QA 

2023 [107] 

(HITL + SITL) 

Explore decentralized architecture 

showcasing AAM's full potential, 

encompassing advanced U-space 

services, platforms for future scenarios 

(e.g., air cargo delivery, air taxi 

operations), in a co-simulation setting 

and study in complex traffic scenarios, 

examining interactions among the 

operator, U-space service provider 

(USSP), and ATC 

Centralized - 

Decentralized 

 

- 

2023 [108] 

(SITL) 

A simulation environment to replicate 

aircraft operations and test autonomous 

vehicles on a larger scale of hundreds of 

flights over areas like San Francisco-

Oakland Bay. 

- Cost 

2022 [109] 

(HITL) 

Enablement of robust, flexible 

monitoring framework that can easily 

integrate with the legacy system using a 

distributed self-adaptive system 

MAPE-K 

Feasibility, 

Efficiency, 

Scalability 

2022 [103] 

(SITL) 

Conducted attacks on the AFDX 

protocol, which is primarily used for 

communicating between systems 

Layered - 

2022 [110] 

(HITL) 

demonstrating an autonomous UAV 

system for emergency rescue operations 

that identified gaps in Human and 

Autonomous system factors and 

incorporated in the existing MAPE-K 

MAPE-K 

Observability, 

Adaptability, 

Detectability, 

Trust  
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Table 3. Taxonomy of existing simulation architecture in aviation (Contd.) 

Year 

Reference 

(HITL/SITL) 

Study Highlights 

Archite

ctural 

Styles 

QA 

2022 [101] 

(SITL) 

Addition of Message Oriented 

Middleware would help to address 

eliminating the reconstruction the 

simulation for each use case 

MOM 

(or) PF 

Latencies, Run-time 

Durations, 

Throughputs 

2022 [111] 

(HITL + SITL) 

To address unreliability in 

communication and the need for cost-

effective solutions in swarm 

L Cost-effective 

2021 [112] 

(SITL) 

To perform false data injection (FDI) on 

communication sensor data and develop 

a rule-based machine learning system to 

detect and mitigate 

CS Performance 

2021 [106] 

(SITL) 

Solves the problem of lost-link 

communication between UAV and 

remote control 

MS + 

MK 

Fault Tolerance, 

Availability, 

Performance and 

Safety  

2021 [113] 

(SITL) 

To simulate Unmanned Traffic 

Management (UTM) systems for flight 

planning and tracking 

MS 
Reusable, 

Extensibility 

2021 [114]  

(HITL + SITL) 

A multi-drone surveillance coordination 

system to overcome ineffective 

coordination and redundant searching 

H 
Redundancy, 

Scalability 

2020 [115] 

(SITL) 

To develop an application via API with 

external factors (wind and pressure) and 

mimic the obstacles 

L 
Lightweight, 

Performance 

Note: MOM–Message Oriented Middleware, PF–Pipe and Filter, L–Layered, CS–Client-Server, 

MS – Microservice, MK–Microkernel, H–Hierarchical 
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Table 3. Taxonomy of existing simulation architecture in aviation (Contd.) 

Year 

Reference 

(HITL/SITL) 

Study Highlights 

Architect

ural 

Styles 

QA 

2020 [116] 

(SITL) 

The containerized approach of designing 

UAV fleet systems and orchestration to 

analyze the network functions and the 

potential impact on wireless 

communication networks 

SO 

Scalability, Low 

Latency, High 

Reliability 

2020 [117] 

(SITL) 

To design for monitoring mission 

operation 
SO 

Low Latency, 

Scalability 

2019 [118] 

(SITL) 

Federated testing of aircraft electronic 

systems for spoofing of ACARS 

messages and evaluating software 

patches electronics 

POM Flexibility 

2019 [119] 

(HITL + SITL)  

To perform autonomous decision-

making of fixed-wing UAV in a 

distributed fashion 

L Scalability 

2019 [120] 

(SITL) 

Visualization of robotic and drone 

swarms and CPS systems to better 

understand decision-making, and control 

L - 

2019 [121] 

(SITL) 

Simulation of FDI to detect and alert in 

distributed systems to reduce the 

simulation time 

H Fidelity / Accuracy 

Note: POM–Process Oriented Model, SO–Service Oriented, L–Layered, H–Hierarchical 

 

As part of a broader research initiative, this study also involved collecting and analyzing additional 

research articles from different domains beyond aviation. The aim was to expand the scope of the 

investigation, incorporating diverse areas that have focused on expandability [122] and 

performance [123] quality attributes for simulation purposes. Table 4 provides a detailed summary 
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of the study highlights and features architectural designs incorporating the quality attributes (QA) 

adopted in each research work. 

Table 4. Taxonomy of existing simulation architecture in different domains 

Dom

ain 

Year Reference 

(HITL/SITL) 
Study Highlights 

Archite

ctural 

Styles 

QA 

E
n
er

g
y

 

2022  [123] 

(HITL) 

substation simulation to perform various 

cyberattacks (at the device, firmware, 

and software levels) 

H 

Maintainabili

ty, 

Scalability 

2022  [124] 

(HITL + SITL) 

To test cyberattacks on individual DER 

and combined with the grid 

PP + H 

+ C 
- 

2022  [125] 

(HITL + SITL) 

Simulating the communication networks 

of the power systems in the IoT devices 
L 

Flexibility, 

Scalability 

2021  [126] 

(HITL + SITL) 

To test and defend against FDI, 

Command Injection, MITM, and DoS 

multi-stage cyberattacks 

- 

Scalability, 

Automation, 

Maintenance 

2020  [127] 

(HITL) 

Distributed Intrusion Detection System 

for the DERs built to detect attacks - 

DoS, ARP spoofing, and TCP SYN flood 

- 

Less 

Computation

al Time, Less 

Latency 

2019  [122] 

(HITL) 

To simulate the power system application 

on Federated Environment and perform 

load-tripping and voltage sag attacks 

H 
Secure, 

Reliability 

O
th

er
 

2022  [128] 

(HITL) 

A semi-realistic testbed of miniature 

vehicles enabling from designing to 

testing of autonomous vehicles (AVs) 

L 

Low Cost, 

Usability, 

Safety, 

Flexibility 

2022  [129] 

(HITL) 

Digital Twin of Palfinger Crane was 

designed to track the Automatic 

Adaptation System  

SO 
Interoperabili

ty 

2022  [130] 

(HITL + SITL) 

Prototype of developing and evaluating 

internet-enabled CPS applications 
M Extensible 

Note: SO–Service Oriented, M–Modular, L–Layered, H–Hierarchical, PP–Peer to Peer, C–

Centralized 
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4.2.2.  Implementation of Federated Learning Framework 

As the airspace activities and technologies continue to grow, it is important to efficiently share 

sensitive information, such as flight ICAO Id, latitudes, and longitudes. When such detailed 

information is transmitted over a network, malicious individuals may intercept and exploit it. To 

deal with this data confidentiality [131], [132], a new edge-based distributed learning solution 

known as Federated Learning (FL) [133] has started to gain attention. Each device (client) 

exchanges its trained model parameters without sharing the source information with the central 

server. Note that the main server may or may not initiate the model. All the devices participating in 

this will send updates of their trained parameters to the central server to perform computations and 

send back the updated attributes to clients. This procedure will be repeated until the model becomes 

stable. Figure 12 shows the diagrammatic representation of FL. 

 

 

Figure 12. Diagrammatic representation of FL. 
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This decentralized approach runs directly on edge devices, allowing for real-time anomaly detection 

and forecasting with reduced latency while enhancing data security. To achieve this, creating a 

hybrid simulation environment that enables researchers to design and assess multiple scenarios is 

essential. 

4.2.3.  Recent Trends in Software Architecture 

It is essential also to consider recent trends in software architecture that aimed to enhance the 

software application design, development, and deployment. Figure 13 shows the categories of 

individuals and organizations interested in adapting these frameworks [134].  The categories are 

as follows [135][136]: 

• Innovators: This group are the first willing to take risks and implement new innovative 

solutions. 

• Early Adopters: This group are willing to take the risks and experiment the solutions 

before others by exploring the benefits and values of the solutions provided by the 

Innovators. 

• Early Majority: This group is more cautious while adopting new technological solutions. 

They will adopt only if these are widely adopted.  

• Late Majority: They are reluctant to adopt innovations unless the proposed solution is 

well-established and widely accepted by the broader community. 

 
Figure 13. Recent trends in Software Architecture.
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4.3. Proposed Architecture 

The goal is to design a decentralized privacy-preserved approach of running the ML models with 

reduced latency, adaptable to different use cases (e.g. anomaly detection, forecasting) in the 

aviation field. Furthermore, considering the diverse airspace operational environment, a hybrid 

architecture referred to as Federated Cyber Physical System (Fed-CPS) is proposed that leverages 

the advantages of multiple architectural patterns, including microkernel, pipe-and-filter, event-

based, and micro-frontends as illustrated in Figure 14. 

 

4.3.1. Client-Side Simulation Module 

The first step in client-side simulation, is the use of software like AirSim [137], customized based 

on each preference. AirSim is commonly used in Software-in-the-Loop (SITL) or Hardware-in-

the-Loop (HITL) to simulate real-world scenarios and generate data. This data is accessed through 

core sensing modules, which allow the software to function and interact with various plug-in 

functionalities such as GPS data, altimeter, pressure, and gyroscope readings. This module utilizes 

a microkernel-based pattern [138] to create key functionalities as a common core; other features 

are developed as plug-ins to allow for modularity. Furthermore, it enhances the efficiency and 

performance of the system by parallel processing of core sensing modules. For our specific use-

case, each client acts as individual flight, including the ADS-B data obtained such as icao24, 

latitude, longitude, and altitude obtained from OpenSky Network [139]. This data is temporarily 

stored as a file for further processing. Each of the data parameters can be broken to perform 

filtering operations depending on the use-case, making the ‘pipe and filter’ pattern [140], [141], 

particularly useful. In this scenario, the raw data are transformed using multiple filtering criteria, 

including removal of missing data, outlier handling, and scaling. 
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Figure 14. Proposed Fed-CPS framework for aviation networks. 
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After this stage, it will push the model parameters to server-side model aggregation through the 

communication module and train on the masked data, subsequently returning the updated model 

to the client-side. This iterative process continues until convergence of these models. Numerous 

applications in aviation, including optimization of path planning [142], [143], forecasting [144], 

anomaly detection [145], [146] and image-based power-line inspection [147]. In a real-world 

scenario, this process will run on various on-board computers, such as Raspberry Pi or NVIDIA 

Jetson Nano. However, for simulation purpose, Docker [148], a containerized platform, will be 

used to carry out these activities. 

 

4.3.2. Communication Module 

Each client is individually trained on its own data and shares only the model weights on which 

data was trained instead of sharing the raw information. This information can be exchanged 

between the clients and server using various protocols such as (i) Hypertext Transfer Protocol 

(HTTP) or (ii) Remote Procedure Call (RPC). 

 

4.3.2.1. Understanding of HTTP and RESTful Architecture 

The Hypertext Transfer Protocol (HTTP) is the fundamental building block of the World Wide 

Web. It is an application layer protocol designed to transfer all the contents. The version 1.1 was 

introduced in 1997 [149], was superseded by HTTP/2.0 in 2015 [150]. HTTP is generally 

implemented in a server, where the clients communicate with server through HTTP messages. It 

uses a request–response model (Figure 15) approach. To illustrate, when a web browser functions 

as a client and carries out various activities such as fetching data, by sending an HTTP request to 

a server that runs any application. The server then consolidates all relevant resources in formats - 

HTML, JSON, or XML, along with status information related to the requested URI. This compiled 
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information is then transmitted to the client as a response message. For instance, assume that the 

client here would be the web browser which performs tasks such as fetching data by sending an 

HTTP request to the application server. Followed by that the server encapsulates the resources in 

HTML, JSON, or XML, along with status information for the requested URI, forming a response 

message sent back to the client. 

 

Application Programming Interface (API) is set of definitions that adhere when interacting with 

other systems. Representational State Transfer (REST) commonly referred to as RESTful API is 

an architectural constraint on the functionality of the API. The server uses a Uniform Resource 

Locator (URL) to identify each resource. This URL (or request endpoint) is the path the client 

needs to access. Developers commonly implement RESTful APIs via HTTP to manage resources. 

There are five popular HTTP methods: GET, POST, PUT, DELETE, and UPDATE. 

 

 

Figure 15. Representation of request-response model with REST. 
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4.3.2.2. RPC and gRPC 

Remote procedure call (RPC) is a protocol for effective communication in early distributed 

applications. The fundamental idea is to separate functions within distributed systems in a server 

and allow other services to invoke them directly. Figure 16 illustrates the RPC functionality, 

comprising five components - Client, Client stub, Network, Server stub, and Server. This process 

begins with the client sending a request to the server with the converting messages; on the other 

end, the server decodes this received data and performs the corresponding operation. 

 

gRPC is a RPC framework designed to exchange messages seamlessly, which utilizes protocol 

buffers (or protobuf) for serializing and deserializing messages. Messages in the protobuf format 

are encoded in binary, ensuring efficiency. gRPC uses HTTP/2 faster than HTTP/1.1 because of 

its streamlined message definitions. While traditional RPC involves a single request and response, 

gRPC extends the capabilities by providing three additional modes for data exchange: response-

streaming, request-streaming, and bidirectional streaming RPC [151]. Therefore, gRPC based Pub-

Sub [152] based pattern would be the best approach as it provides a sophisticated way to transmit 

and receive messages from multiple clients and to different sources. 
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Figure 16. Representation of bi-directional communication gRPC. 

 

4.3.3. Server-Side Computational Module 

In the FL server, the model parameters were obtained through zero trust components [153], [154]: 

policy enforcement point (PEP), policy administrator (PA), and policy engine (PE). These 

components enforce security policies and access controls and act as a gatekeeper to allow or deny 

the requests depending on the policies defined. The PEP ensures that all access requests are 

authenticated, authorized, and validated before granting access to the requested resources. 

Observing and monitoring various aspects of the network, applications, and user behavior are 

collected and analyzed data to detect anomalies, potential security threats, or policy violations. 

 

After validating and approving requests, the model aggregator (central server) collects weights 

from decentralized devices, ensuring user privacy and aggregating the weights to generate a new 

model, which in turn is sent back to corresponding participants for training. This iterative process 

ensures that clients learn patterns from different participating clients, and the model converges 

across all participants. FL is a promising paradigm for developing robust and privacy-preserving 
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ML models in distributed environments. Simultaneously, the model is saved to persistent storage, 

allowing researchers to utilize it for hyperparameter tuning [155]–[157].  

 

4.3.4. Monitoring Application Task 

To accomplish specific tasks with FL, each application team adopts a micro-frontend architectural 

pattern [158], [159]. This pattern divides the components into smaller, self-contained, and 

independent frontend modules. Each module represents a distinct User Interface (UI) section that 

is capable of independently developed, deployed, and scaled. This configuration reduces costs and 

allows teams to focus on specific tasks effectively.  

 

The Unified Modeling Language (UML) sequence diagram in Figure 17 illustrates the interactions 

between components in this FL application. All the CPS core sensing modules will stream real-

time data from AirSim or other simulators, and this data will be stored in the database. In this 

scenario, these data are already stored in the form of files, each holding individual GPS data. Each 

of these data will then be sent to the preprocessing stage, undergo data wrangling, and, depending 

on the use case, ML algorithms will be trained on this data to generate model weights. These 

locally trained models are sent to the centralized server, which acts as the model aggregator. This 

is done through a Publish-Subscribe (pub-sub) mechanism and passes through a PEP gateway for 

validation, verification, and authorization. Once authorized, the model aggregator collects and 

combines these weights to produce new weights. Then these weights are subsequently sent back 

to clients for local training. 



58 

 

Figure 17. UML sequence diagram (from simulator to storing model). 
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Figure 18 illustrates a UML sequence diagram depicting how end-user can develop and access 

applications tailored to their specific use cases. The process begins with the user the application 

front-end dashboard UI through the browser. Behind the scenes, the UI application interacts with 

the database to retrieve additional GPS data required for running and testing the models. 

 

 
Figure 18. UML sequence diagram (User pulls the model information). 

 

4.4. Results 

This study investigated the SOTA review of Software Frameworks in aviation and other domains, 

each of which primarily focuses on the quality attributes such as reusability, flexibility, and 

maintainability. The insights gained from these domain-specific lays the ground for our proposed 

approach, named ‘Fed-CPS’, a hybrid architecture. Fed-CPS integrates the four architectural styles 
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- microkernel, pipe-and-filter, event-based, and a micro front-end-based architecture style. This 

style will leverage FL to address privacy concerns and enable de-centralized distributed learning. 

 

Within this proposed architecture, the microkernel plays an important role. It is designed for its 

modularity and extensibility, making it well-suited for smaller-scale applications. This architecture 

style aligned with our use case, where clients can implement their personalized modular design. 

Each microkernel-based client will perform data wrangling through pipe-and-filter, making it self-

contained, and the processed data will be trained locally with ML algorithms. These trained ML 

parameters will then stream in an event-based fashion, enhancing performance and scalability 

while maintaining a modular structure. The micro front-end-based style further adds strengths on 

reusability and adaptability by allowing end-user applications to be designed with flexible 

development, and scalable and resilient making it well-suited for a wide array of use-cases. 

 

Implementing privacy settings and adherence to Zero Trust policies provides the FL architecture 

with resilience against potential security threats. Furthermore, containerizing all applications 

within this architecture enhances portability, concurrently reducing costs and minimizing 

maintenance requirements, promoting a more sustainable and economical computing environment. 

In summary, the proposed Fed-CPS approach strategically integrating microkernel, event-based 

systems, and micro front-end-based structures and leveraging FL not only addresses key quality 

attributes but also sets the stage for a modular, scalable, and privacy-conscious framework. 
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CHAPTER V 

VALIDATION OF FEDERATED LEARNING FRAMEWORK 

5.1. Introduction 

Federated Learning (FL) represents a novel distributed approach to ML, redefining the 

conventional methods of ML application. Instead of training in a centralized location, FL enables 

models to undergo training on individual edge devices, achieving the privacy of sensitive data. In 

this procedure, the decentralized training of models on these edge devices aggregates their updates 

on a central server. This central server performs computations and returns the updated weights to 

the edge devices, this process will be iteratively performed until convergence is achieved on the 

edge devices. 

 

This chapter will provide an overview of FL and its implementation for predicting the geo-altitude 

of the aircraft. Furthermore, the study will assess the accuracy of predictions and quality attributes 

such as cost, performance, and energy efficiency that are yet to be explored. Simulation and 

monitoring tools, including Docker (simulating client), Flower (developing FL), and Grafana and 

Prometheus (system monitoring), are utilized for implementing the testbed environment. These 

tools improve the visibility and management of FL systems, providing a robust foundation for real-

world applications. 

 

5.2. Essentials of Federated Learning 

As the demand for computational power rises the data storage capacity also increases. In the past, 

ML and DL applications were typically done centrally by training the data, with some popular use 

cases including fuel efficiency and trajectory prediction. As the aviation industry expands, the 

demand for substantial data to improve performance increases, leading to a greater need for 
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investment in server infrastructure. FL is a promising approach to tackle the issues with fragmented 

data stored in silos for training diverse applications and customizing learning models for specific 

user groups. FL also facilitates modular approaches to demand prediction, allowing for the 

evaluation of these models across a broad airspace environment. 

 

FL was initially introduced by Google in 2016 [160]. ML models run on each mobile client in this 

framework, resembling distributed learning. The key feature is the ability to facilitate collaborative 

learning by sharing only the prediction model weights among devices while retaining all the 

training data locally. This eliminates the need to store data in the cloud for performing ML. While 

this distributed processing primarily aims at speeding up the processing stage, FL also focuses on 

constructing a collaborative model without compromising privacy.   

 

As illustrated in Figure 19, FL can be categorized into two types: horizontal FL and vertical FL. 

In a horizontal FL, there exists a slight overlap in the characteristics of data across various clients.  

In a specific situation where the number of feature columns was limited, research was conducted, 

introducing hierarchical heterogeneous horizontal Federated Learning (HHHFL) as one of the 

approaches and this was applied it in the classification of Electroencephalography (EEG). In this 

approach each client was iteratively swapping repeatedly as the targeted feature to generate 

additional data [161]. In vertical FL, data may or may not have partial overlap in features (e.g., 

reference ID) but differ in data samples. For example, collaboration among different entities allows 

them to work together and learn, providing a better understanding of the model. 
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(a) Horizontal (or Homogeneous) FL with 

same features across clients 

(b) Vertical (or Heterogeneous) FL with 

diverse features across clients (features may 

or may not be shared between clients) 

 

Figure 19. Categories of FL. 

 

One of the primary issues in FL is with inconsistent data distribution. It is assumed that the data is 

independently and identically distributed (IID) across all participating devices in an ideal scenario. 

However, real-world situations the data is always in Non-Independently and Identically 

Distributed (Non-IID) format. This non-IID characteristic is attributed to various factors, including 

configuration and shifts in user preferences. In practical settings, data distribution across devices 

frequently impacts the degradation of performance and generalization capabilities of machine 

learning models, as observed in studies documented in sources such as [162], [163]. 

 

5.3. Dataset Description 

In this section, information about the origin of the collected dataset will be provided. Additionally, 

the dataset was separated into distinct batches, with preprocessing steps focusing only on the geo-

altitude feature. 
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5.3.1. Dataset Collection and Preprocessing 

The dataset is collected from the OpenSky Network [68] in a series of parquet files organized by 

day and hour from February 18 to 27, 2022, which captured a diverse range of aviation events 

during this timeframe. To ensure the quality dataset, datasets were preprocessed using pySpark.  

The primary focus of this chapter is to predict geo-altitude. For each dataset, data wrangling 

(including removing duplicate entries and addressing missing values) will be performed for every 

flight record. Subsequently, only the geo-altitude information is extracted, creating a new dataset 

with a time window of size 4. This focus is directed on Horizontal FL, utilizing the same feature 

column with varying data samples. Different batches of datasets are generated; their categorization 

is detailed in Table 5 provides a comprehensive overview of how the data is segmented, providing 

valuable insights into the distribution strategy across different clients in the FL framework. 

 

Table 5. Batch data details 

Batch Name Train-Test Sample Size Comments / Categories 

Dataset-1 
C1: ~4900 / ~11000 

C2: ~7300/ ~4600 

Considered each client as each flight 

with multiple trips 

Dataset-2 
C1: ~62000/~29000 

C2: ~57000 / ~33000 

Combined multiple flights and grouped 

into two clients 

Dataset-3 C1-C4: ~20000/~7000-10000 
Combined multiple flights and grouped 

into four clients 

Dataset-4 C1-C8: ~2000-7000 / 1000-7000 
Considered each flight as each flight 

with multiple trips 

 

 

5.4. Implementation of Federated Learning Framework 

Many FL libraries are available on the Internet, but they are still in the developmental stage and 

not yet suitable for production use. Flower [164] stands out as a user-friendly FL framework in 
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our specific scenario. Its intuitive design enables easy implementation and deployment on any 

infrastructure, particularly useful for large-scale testing. 

 

On the client side, the architecture is responsible for training the dataset associated with that client, 

utilizing different ML or DL models. The server consists of the - FL loop, RPC server, and a 

customizable strategy chosen by the user. Various strategies are available for aggregating the 

model weights from each client. Clients connect to the RPC server, which monitors the connection 

requests of clients. The FL loop is the central component of the federated learning process, 

orchestrating continuous learning. 

 

Two ML algorithms: LSTM and k-Means were considered both running on the clients trained with 

different batches of dataset, while the central server will perform Federated Average Aggregation 

on the global model. The source code for this project is available on GitHub [165]. 

 

5.4.1. Long Short-Term Memory (LSTM) 

LSTM is an enhancement of traditional recurrent neural network (RNN), proposed by Hochreiter 

and Schmidhuber [166] uses temporal correlations between past and the current data points. As a 

result, LSTM addresses the common issues of vanishing gradient in RNNs. This algorithm is 

generally applied to time-series data, in which each sequence of data points reflects the 

interdependence between current and historical data. Our focus is on predicting geo-altitude, and 

Figure 20 illustrates the code snippet of this algorithm on the client side. Utilizing the LSTM model 

from the Keras library [167] configured with 10 layers and the ‘ReLu’ activation function, the 

output is the predicted geo-altitude. To optimize the model, Adam optimization algorithm with a 
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low learning rate of 0.2 is configured. Each client uses the abstract base class implemented using 

NumPy, and the predefined functions for fitting and evaluation facilitate the exchange of model 

weights. This process, illustrated in Figure 20 is iteratively performed to make the model better by 

retraining it. 

 

 

Figure 20. Implementation of LSTM model in the Federated Client. 
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Figure 21. Implementation of LSTM-based Abstract Class in the Federated Client. 

 

5.4.2. k-Means Clustering 

It is an unsupervised clustering-based algorithm uses grouping technique to form clusters of similar 

points. The objective of this algorithm is to find the ‘k’ cluster centroids by comparing the features 

of each data point, the algorithm assigns them to a cluster to reduce the overall distance between 

the data points and their respective cluster centroid. The algorithm aims to ensure that each data 

point is correctly assigned to its corresponding group [168]. Generally, the Euclidean distance 

determines the features' similarity and forms clusters with data points. Figure 22 illustrates the 

code snippet of this algorithm and assigned with number of clusters ranging from 1 to 3 

implemented using tslearn library [169].  Like LSTM, each client on k-Means also uses the abstract 

base class implemented via NumPy, and the predefined functions for fitting and evaluation 
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facilitate the exchange of cluster centroids. This process, illustrated in Figure 23 is iteratively 

performed. 

 

Figure 22. Implementation of k-Means model in the Federated Client. 

 

 

Figure 23. Implementation of k-Means based Abstract Class in the Federated Client. 
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5.4.3. Federated Averaging (FedAvg) 

Gradient descent is an optimization algorithm used in ML to minimize the cost function associated 

with each data point. Models learn over time by iteratively adjusting their parameters. Stochastic 

gradient descent (SGD) is another optimization algorithm that refines the objective function by 

computing the gradient for each data point. However, for large datasets, the computation burden 

of calculating the gradient across the entire dataset becomes unsuitable.  The Federated Stochastic 

Gradient Descent (FedSGD) algorithm works similarly but addresses the dataset size by selecting 

only a fraction (C) of clients from the entire set (K). Each participating client computes and shares 

the gradient with the centralized server. The Federated Averaging (FedAvg) algorithm involves 

sending weights to the server, which then aggregates and averages them. Each client then performs 

iterations of updates on these updated weights. The pseudocode for the FedAvg algorithm is shown 

below [160]. 
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This strategy is executed with multiple clients ranging from 2 to 8 in different batches ( 

Table 5). The code snippet for this algorithm is depicted in Figure 24. FedAvg involves three key 

parameters: min_available_clients, min_fit_clients, and min_evaluate_clients. These parameters 

set the minimum number of clients required to start the training and evaluation process. Table 6 

displays the overall parameter settings applied across various dataset batches. 

 

Figure 24. Implementation of FedAvg in Federated Server. 

 

Table 6. Parameter Settings for Federated Learning 

Algorithms / 

Strategy 
Hyperparameter Settings Comments 

LSTM Epochs: 100, 200 

Client-Side 

k-Means Clusters: 1, 2, 3 

FedAvg Rounds: 1, 2, 3 Server-Side Aggregator 

 

This FL Framework is containerized using Docker, as shown in Figure 25 offering several 

advantages beyond deployment and scalability. This containerization ensures a standardized and 
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isolated environment, simplifying the management of dependencies and configurations. With 

Docker, the framework becomes highly portable, allowing seamless execution across diverse 

computing environments. 

 

Grafana [170] and Prometheus [171] are used for monitoring, as a powerful combination that 

provides real-time insights into the performance of containers. Grafana's intuitive dashboard 

interface makes visualizing and interpreting metrics easy, enhancing the ability to detect and 

promptly address potential bottlenecks or issues. The integration of Cadvisor [172], a popular 

plugin from Google, further refines our monitoring strategy by capturing essential Docker health 

metrics at a granularity of 5 seconds. Prometheus plays a pivotal role in extracting and storing 

these metrics, exposing them through the PromQL API for easy retrieval and analysis. This 

streamlines the monitoring process and enables users to query specific performance parameters 

dynamically. Grafana, in turn, leverages the data provided by Prometheus to create intuitive 

dashboard. This visualization layer enhances our ability to gain insights into the dynamic behavior 

of the FL Framework. 
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Figure 25. Architecture of Federated framework. 

 

5.5. Results 

Mean Absolute Percentage Error (MAPE) is used to evaluate prediction accuracy, along with 

additional metrics such as CPU, memory, and network usage. This evaluation aims to understand 

performance in terms of cost (Performance-per-Dollar) and energy efficiency (Energy- Efficiency-
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per-Watt) to assess how well the FL framework predicts the geo-altitude under different settings 

with respect to Table 5 and Table 6. 

 

5.5.1. Mean Absolute Percentage Error (MAPE) 

It is widely used metrics for evaluating the accuracy of the prediction or forecasting model. It 

measures the percentage difference between predicted and observed values, as shown in Equation 

6. 

MAPE =
100%

𝑁
∑

𝑦𝑖−𝑦�̂�

𝑦𝑖

𝑁−1
𝑖=0     … Equation 6 

 

Figure 26 (a) compares MAPE against the number of epochs for various batches of datasets 

without utilizing FL. Regardless of the dataset, the MAPE score remains consistently below 60. 

Additionally, the convergence of the model is achieved within 200 epochs. Contrastingly, when 

the same performed in FL (Figure 26 (b), (c), (d)), each of the clients participating in the FL 

undergoes multiple epochs and multiple rounds of FedAvg. The overall average MAPE score is 

significantly reduced below 10% showing good prediction accuracy. Moreover, convergence of 

this FL model after multiple rounds, showcases the effectiveness of collaborative learning across 

clients in refining the predictive model. 
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(a) Comparison of MAPE vs Epochs (without FL) 

 

 
(b) Comparison of Average MAPE vs Rounds (with Epochs) for Two Clients on Dataset-1, 

and 2 (with FL) 
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(c) Comparison of Average MAPE vs Rounds (with Epochs) for Four Clients on Dataset-3 

(with FL) 

 

 

 
(d) Comparison of Average MAPE vs Rounds (with Epochs) for Eight Clients on Dataset-4 

(with FL) 

 

Figure 26. Comparison of MAPE Score with and without FL for LSTM. 
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Similarly, the same approach was applied in the k-Means algorithm across various batch datasets, 

without utilizing FL, to compare MAPE against the number of clusters (refer to Figure 27 (a)). 

The MAPE score remains consistent at 50 for the datasets 1 and 2. However, for larger datasets, 

the MAPE score increases, showing a higher level of error. Additionally, the MAPE score tends 

to decrease as the cluster increases. 

 

In contrast, the same were assessed with the FL (refer to the Figure 27 (b), (c), (d)), the overall 

average MAPE score for each client results in a reasonable reduction, mainly when there are 

additional rounds of FedAvg compared to the LSTM. A minimum of four rounds of computation 

is required to yield improved average MAPE results. 

 

 
(a) Comparison of MAPE vs Clusters (without FL) 
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(b) Comparison of Average MAPE vs Rounds (with Clusters) for Two Clients on Dataset-1, and 

2 (with FL) 

 

 

 
(c) Comparison of Average MAPE vs Rounds (with Clusters) for Four Clients on Dataset-3 (with 

FL) 
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(d) Comparison of Average MAPE vs Rounds (with Clusters) for Eight Clients on Dataset-4 

(with FL) 

 

Figure 27. Comparison of MAPE Score with and without FL for k-Means. 

 

5.5.2. Performance-per-dollar (PD) and Energy Efficiency-per-Watt (EEW) 

Two key metrics were used to evaluate the FL's cost-effectiveness and energy efficiency, based on 

the [173]: Performance-per-dollar and Energy Efficiency-per-Watt. These algorithms ran on Intel 

Xeon Processor with eight cores and 16GB of memory. It is estimated that this processor costs 

$8000 and is designed with a Thermal Design Power of 165 watts. The formulas used to calculate 

these metrics are listed below: 

PPD = CPU performance (in percentage) / Cost of CPU   …Equation 7 

EEW = CPU performance (in percentage) / Thermal Density Power … Equation 8 

 

Developed a Grafana visualization dashboard to analyze and display peak CPU usage as shown in 

Figure 28 and Figure 29. The CPU usage reaches 200%, implying each core is operating at 

maximum capacity (100%). Specifically, during the computation of LSTM, the CPU usage 
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remains at 200% with relatively low memory usage. In the case of k-Means, the CPU usage is 

100% but utilizes more than 10GB of memory. When translating these values into metrics, it 

becomes apparent that LSTM yields a PD ratio 0.2 times better than k-Means (without FL). In the 

FL, LSTM utilizes only 150% of the CPU, whereas k-Means operates at 100%. Interestingly, 

during LSTM computations, the server demonstrates a CPU usage of only 5%, contrasting with 

the 10% observed during k-Means computations. This results in LSTM exhibiting a 1.5x better 

PD ratio on the client side and a 0.5x improvement on the server side compared to k-Means. 

 

Furthermore, to estimate Energy Efficiency, thermal density power is considered, which refers to 

the power consumed when the system operates at its maximum capacity. For the CPU, the power 

consumption is measured at 165 W. Based on the observations, LSTM consumes more than twice 

the power compared to k-Means (without FL). In Federated Learning, LSTM consumes 1.5 times 

more power per client ratio than k-Means. However, when considering power consumption on the 

server side, LSTM yields less than 0.5 times the power consumption ratio compared to k-Means. 
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Figure 28. Dashboard metrics for non-Federated Setting (LSTM). 
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Figure 29. Dashboard metrics for non-Federated Setting (k-Means). 
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Figure 30. Dashboard metrics for Federated Setting (LSTM). 
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Figure 31. Dashboard metrics for Federated Setting (k-Means). 
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CHAPTER VI 

CONCLUSION AND FUTURE WORK 

 

As part of the NextGen initiative, several efforts are being taken to modernize the National 

Airspace System (NAS) to increase the safety and resiliency of current airspace operations and 

reach urban and rural areas. The GPS data integrity and accuracy are important in determining the 

location of the aircraft. Any compromise in the integrity of GPS data can lead to disruption in 

flight safety and navigational accuracy.  To mitigate potential GPS dropout-related incidents, there 

is a need for robust data-driven models. Below are the main contributions of this thesis study:  

1. Selection of Robust Imputation Method under uncertain GPS Integrity Scenarios: The 

first study explored applying ML algorithms for imputing missing data points in ADS-B / GPS 

data obtained from the OpenSky Network using five different ML models: Bayesian Ridge, 

Random Forest, AdaBoost, Extra Tree Regressor, and k-Nearest Neighbor. These models were 

experimented with various missing ratios, ranging from 10% to 30%, for the parameters—

latitude, longitude, and geo-altitude. The results were assessed using MAE and RMSE, 

showing k-NN as a robust imputation method demonstrating effectiveness even when dealing 

with a high rate of missing data (30%). This significantly contributes to the identification of 

an optimal imputation approach for datasets with substantial missing values. 

2. Conceptualized a Hybrid Framework to benchmark performance with and without FL 

for the GPS network: The ADS-B/GPS exchange information between aircraft transparently, 

which opens to various attack vectors such as spoofing, jamming, MITM. Thus, this study 

explored the possibility of privacy-preserving solutions through a decentralized learning 

approach using FL, proposing a conceptualized hybrid framework named ‘Fed-CPS,’ which 

combines the advantages of a microkernel, event-driven, pipe and filter, and micro-frontend 
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design paradigms. Specifically designed for CPS in aviation networks, ‘Fed-CPS’ incorporates 

both SITL and HITL testing approaches. 

3. Validated the Hybrid Framework to quantify quality attributes: Cost, Performance, and 

Efficiency - Additionally, the study identifies three quality attributes—cost, performance, and 

efficiency that have not been explored in existing research papers for benchmarking in an FL 

setting for GPS data. Utilizing the Flower, and Docker software frameworks, the FL was 

implemented to predict the geo-altitude. The results demonstrate that LSTM outperforms k-

Means in the FL regarding MAPE and PD but consumes more EEW.  

 

There are certain limitations that exist in this study one of them is limited number of clients (i.e., 

8 clients) were considered to evaluate the quality attributes. Furthermore, there is a need to 

consider features other than geo-altitude. Additionally, when new clients attempt to join an 

ongoing learning process, they must wait until the current learning process is completed. Currently, 

there are no tools available to support concurrent operations. Moreover, if a client leaves the 

ongoing operation, the entire process comes to a halt, and as of now, there is no existing solution 

to address this interruption issue. Nevertheless, there are several unanswered questions that still 

need further research. This involves implementing and testing it extensively using various 

combinations of data sources through Vertical FL and selecting customized ML models [174] to 

improve the performance of the participating clients. However, this also raises questions about the 

fairness and bias of these models. This also brings up the need for an appropriate selection of 

participating clients to address the stragglers [175], [176], as each participant runs at different 

computing speeds. Finally, this FL setting needs to be incorporated in the real-time continuous 

streaming data. 
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