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Abstract 

 
Food safety and foodborne diseases are significant global public health concerns. 

Precise, reliable, and speedy contamination detection and disinfection technology while 

preserving the business owners’ data privacy is an ongoing challenge for the food-service 

industry. Contamination in food-related services can cause foodborne illness, endangering 

customers and jeopardizing provider reputations. 

This dissertation performed a cleanliness assessment and disinfection and data 

privacy assurance in the food services industry using fluorescence imaging, state-of-the-

art deep learning algorithms, and a novel paradigm in machine learning named federated 

learning. In chapter 3, we combined two deep learning algorithms (EfficientNet-B0 and U-

Net) and fluorescence imaging for automatic detection and precise segmentation of fecal 

contamination on meat carcasses to provide higher levels of food safety assurance in 

meat processing facilities. We achieved a 97.32% accuracy for discriminating between 

clean and contaminated areas on carcasses and an intersection over union (IoU) score of 

89.34% for segmenting areas with fecal residue. In chapter 4, we focused on cleanliness 

assessment and disinfection of organic residue-based contamination in institutional 

kitchens and restaurants. We used new fluorescence imaging technology, applying 

Xception and DeepLabv3+ deep learning algorithms to identify and segment contaminated 

areas in images of equipment and surfaces. Deep learning models demonstrated a 

98.78% accuracy for differentiation between clean and contaminated frames on various 

surfaces and resulted in an intersection over union (IoU) score of 95.13% for the 

segmentation of contamination. Further, in chapter 5, the main focus of the study was to 

address the concerns regarding using new technologies that can increase privacy risks 
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and leaks of sensitive information. Hence, we used federated learning as a new paradigm 

in machine learning combined with fluorescence imaging technology and two deep 

learning models, including MobileNetv3 and DeepLabv3+, to identify and segment the 

contaminated area on different equipment and surfaces. The model was trained and 

validated on the data of eight clients and tested on two new clients' data.  The model 

achieved a 95.83% and 94.94% accuracy (F-scores of 96.15% and 95.61%) for 

classification between clean and contamination frames of the two new clients and resulted 

in an intersection over union (IoU) score of 91.23% and 89.45% for segmentation of the 

contaminated areas. Overall, the findings demonstrate that fluorescence imaging 

combined with state-of-the-art deep learning models not only can improve safety and 

cleanliness assurance but also ensure client data privacy. 
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1 CHAPTER 1. INTRODUCTION 

1.1. Background 

Sanitation inspection is an ongoing concern for food distributors, restaurant owners, 

and others within the food industry. These individuals must prevent potential 

contamination and infection from spreading among workers and consumers. The failure 

to meet legal requirements can result in damage to the institutions or restaurants’ 

reputations, the loss of trust between the establishment and its workers and customers, 

and financial repercussions. 

Foodborne illness outbreaks occur when people eat food contaminated with a disease-

causing agent [1]. About 48 million Americans become sick each year, 128,000 are 

hospitalized, and 3000 die from foodborne illnesses [2, 3]. According to the Asia Pacific 

Society of Infection Control (APSIC) guidelines, “there are several methods for assessing 

environmental cleanliness: (1) a conventional program of direct and indirect observation 

(e.g., visual assessment, observation of performance, customer/staff satisfaction 

surveys); (2) an enhanced program of monitoring residual bioburden (e.g., environmental 

culture, adenosine triphosphate (ATP) bioluminescence); (3) and environmental marking 

tools (e.g., fluorescent dust marking of surfaces)” [4-6]. Current methods for identifying 

contamination on foods, equipment and other wide variety of surfaces in food-servies 

institutions are limited to simple visual examination or ATP swabbing. Visual examinationIt 

is difficult for human inspectors to thoroughly inspect different surfaces since some 

contamination is invisible or barely visible and can be missed. Swabbing methods are also 

not suitable for testing large surface areas, as swabs can only test a small portion of the 

surface, even when swiped back and forth. Hence, a more effective solution is needed to 

examine food processing surfaces to reduce contamination in food-service institutions, 

improve food safety, and boost public trust in the food processing system. 

Optical fluorescence imaging can be an alternative solution as a swift, precise, and 
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non-destructive method for detecting organic-based residue and biofilms that can host 

pathogens. The visualization of fluorescence emission has great utility for food safety 

inspections. Various food-related biological materials have characteristic fluorescence 

emissions in the visible and near-infrared wavebands. However, materials fluoresce to 

varying degrees, so just looking for something glowing is insufficient; an observer must 

consider how the fluorescence pattern differs from the background. Some current research 

and development efforts, and some associated with the United States Department of 

Agriculture (USDA), offer algorithms for organic residue detection using fluorescent-based 

imaging [7-9]. However, there are some limitations and challenges to implementing these 

algorithms. Some of these suggested algorithms require predefined feature extraction 

based on shape or color to extract meaningful information for further analysis. Other 

algorithms detect the contamination regions based on thresholding methods in which 

determining the optimum value of the threshold level is challenging and can cause both 

false positive and false negative outcomes due to varying ambient light intensity and the 

variety of background surfaces. This is why more sophisticated and reliable methods are 

needed to fill the gap in current analysis methods.  

Another concern that needs to be addressed is that conventional data analysis 

algorithms use data collected from different edge devices and brought together on a 

centralized server or storage. However, these centralized methods could be troublesome 

if the collected data contain sensitive information or the centralization is too costly. If data 

is not properly handled, centralized data collecting may expose people to privacy issues 

and corporations to legal problems. To this end, an automated, effective and reliable 

detection method is needed to not only be able detect contaminations precisely but also 

preserve the clients’ data privacy. Such an approach can make the inspection process 

faster and more effective, drastically improving the food-service industry's safety, 

cleanliness assurance, and clients’ data privacy. 
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1.2. Research Objectives 

This research aimed to design a framework by combining state-of-the-art deep 

learning algorithms, multiwavelength fluorescence imaging, and federated learning to fill 

the gaps in current analysis methods in terms of reliability, generalization, privacy, and 

accuracy. By developing state-of-the-art models, not only will workplace safety for food 

production and food services workers and customers be improved but also food service 

institutions' and organizations' private data will be safe and secure. 

The overall objective of this research was divided into three projects. The first project 

was designed to combine deep learning and fluorescence imaging to identify fecal 

contamination on meat carcasses automatically. The goal of the first project was to 

improve food safety assurance by allowing the industry to use this framework to train 

employees in trimming carcasses as part of their Hazard Analysis Critical Control Point 

zero-tolerance plan. The second project focused on using the designed framework to 

identify and segment the organic-based contamination on different equipment and 

surfaces in institutional kitchens and restaurants. The goal of the second project was to 

improve the level of safety and cleanliness, protecting staff and customers of companies 

and institutions in the food-service industry. The last project concentrated on addressing 

data privacy and food service providers' sensitive information leakage concerns. The aim 

was to employ federated learning, a decentralized privacy-preserving technology, 

combined with state-of-the-art deep learning algorithms and fluorescence imaging to 

address service providers’ data privacy issues in addition to identification and 

segmentation of contamination.  

1.3. Dissertation Outline 

This dissertation is organized as follows. Chapter 2 presents background on 

fluorescence imaging in the food industry and the technology used for data collection for 

all projects, as well as explanations about the data analysis methodology, including deep 
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learning, semantic segmentation, and federated learning. Chapter 3 discusses developing 

a model using deep learning and fluorescence imaging to identify fecal contamination on 

meat carcasses automatically. Chapter 4 explores the efficiency of deep learning 

algorithms and fluorescence imaging for detecting and segmenting organic-based residue 

and biofilms to improve cleanliness assurance in the food services industry, including 

institutional kitchens and restaurants. Chapter 5 describes using federated learning as a 

new privacy-preserving approach to training deep learning algorithms for contamination 

identification and segmentation using data from different clients (institutions or 

organizations) without direct access to their data. Finally, chapter 6 describes the 

concluding remarks and the potential future work.  

1.4. Publications  

This section contains the journal and conference papers published while working on 

the Ph.D. There are also more published journal papers that were not part of the Ph.D. 

projects and are not included in this dissertation. 

 

Peer-Reviewed Journal Papers 

 

J.1. Gorji, H. T., Shahabi, S. M., Sharma, A., Tande, L. Q., Husarik, K., Qin, J., ... 

& Tavakolian, K. (2022). Combining deep learning and fluorescence imaging 

to automatically identify fecal contamination on meat carcasses. Scientific 

Reports, 12(1), 1-11.  

J.2. Gorji, H. T., et al. "Deep Learning and Multiwavelength Fluorescence Imaging 

for Cleanliness Assessment and Disinfection in Food Services." Frontiers in 

Sensors: 25. 

J.3. Gorji, H. T., et al. " Federated Learning for Clients' Data Privacy Assurance in Food 

Service Industry." [Under Preparation] 

J.4. Sueker, M., Stromsodt, K., Gorji, H. T., Vasefi, F., Khan, N., Schmit, T., ... & 
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Tavakolian, K. (2021). Handheld multispectral fluorescence imaging system to 

detect and disinfect surface contamination. Sensors, 21(21), 7222.  

Peer-Reviewed Conference Papers 

 

C.1. Gorji, H. T., Shahabi, S. M., Tande, L. Q., Sharma, A., Qin, J., Chan, D. E., ... 

& Tavakolian, K. (2022, May). Food safety assurance and training of meat 

inspectors using handheld fluorescence imaging with deep learning detection 

algorithm. In Sensing for Agriculture and Food Quality and Safety XIV (p. 

PC121200I). SPIE. 

C.2. Husarik, K., Gorji, H. T., Qin, J., Chan, D. E., Baek, I., Kim, M. S., ... & 

Tavakolian, K. (2022, May). Handheld dual-wavelength fluorescence imaging 

system for improving food safety: case study in restaurants and institutional 

kitchens. In Sensing for Agriculture and Food Quality and Safety XIV (p. 

PC121200F). SPIE.  

C.3. Gorji, H. T, Mahdi Saeedi, Hossein Kashani Zadeh, Kaylee Husarik, …& 

Kouhyar Tavakoliana. Federated Learning for Contamination Detection and 

Data Privacy in Food Service Industry. 

C.4. Kaylee Husarik, Gorji, H. T, Jianwei Qin, …& Kouhyar Tavakolian. Cleanliness 

Assessment in Long-term Care Facilities Using Deep Learning and 

Multiwavelength Fluorescence Imaging. 

C.5. Connor Propp, Mitch Sueker, Kaylee Husarik a,c , Gorji, H. T, Luke Woods , 

Jianwei Qin b ,…  & Kouhyar Tavakolian. Dual-Excitation Fluorescence 

Imaging System for Contamination Detection in Food Facilities. 

C.6. Luke Woods, Connor Propp, Mitch Sueker, Kaylee Husarik, Gorji, H. T, 

Jianwei Qin,… & Kouhyar Tavakolian. Sanitization Efficacy in Healthcare 
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Using Multiwavelength Fluorescence Imaging and Deep Learning 

Fluorescence Imaging. 

C.7. Tellinghuisen, M., Carriere, C., Husarik, K., Elderini, T., Gorji, H. T., Qin, J., ... 

& Tavakolian, K. (2022, May). Autonomous robot with fluorescence imaging 

system for invisible contamination detection and pathogen deactivation. In 

Sensing for Agriculture and Food Quality and Safety XIV (p. PC121200J). 

SPIE.  

1.5. Dissertation contribution   

This dissertation demonstrated the potential of deep learning-based algorithms for 

contamination detection, segmentation, and clients’ data privacy assurance in the food 

service industry. The key contributions of the dissertation are summarized below. 

• Collected, labeled, and annotated data from three meat processing facilities 

(chapter 3). This contribution refers to J.1. and C.1. 

• Developed two deep learning-based algorithms, including EfficientNet-B0 and 

U-Net, to automatically detect and precisely segment areas of fecal matter 

contamination on meat carcasses (chapter 3). This contribution refers to J.1. 

and C.1. 

• Collected, labeled, and annotated data from two restaurants and six 

institutional kitchens (chapter 4). This contribution refers to J.2., C.2., C.4., and 

C.6. 

• Developed two deep learning-based algorithms (Xception, DeepLabv3+) to 

identify and segment contaminated areas in images of equipment and a wide 

variety of surfaces (chapter 4). This contribution refers to J.2., C.2., C.4., and 

C.6. 

• Collected, labeled, and annotated data from two more institutional kitchens 

(chapter 5). This contribution refers to J.3., C.3., C.4., and C.6. 
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• Developed two federated learning-based deep learning algorithms, including 

MobileNetv3 and DeepLabv3+, to not only identify and segment the 

contaminated area on different equipment and surfaces but also preserve client 

data privacy (chapter 5). This contribution refers to J.3., C.3., C.4., and C.6. 
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2 CHAPTER 2. METHODOLOGY 

2.1. Fluorescence imaging in the food industry   

Food-related biological residues have been shown to have characteristic fluorescence 

emission spectra in visible (VIS) and near-infrared (NIR) wavelengths. Dairy cow feces 

show red fluorescence emissions peaking at 680 nm when excited by ultraviolet (UV) 

radiation (360 nm) [10, 11]. Chlorophyll (Chl) in green plants has unique fluorescence 

emissions in the red and far-red regions, peaking at 685 nm and 730 nm [12, 13]. 

Additionally, a number of plant constituents have been reported to have a UV emission at 

340 nm and blue and green emissions peaking near 450 nm and 530 nm [12-14]. Meat 

products have been shown to have fluorescence emission in UV, blue, and green 

wavelengths. Proteins are known to emit UV fluorescence, and a variety of aromatic 

compounds emit fluorescence in blue and green wavelengths [14-18].  

Multiple imaging inspection techniques and systems have been used for food safety 

inspection. The online inspection of poultry carcasses for fecal contamination has been 

developed using a multispectral imaging system to visualize reflectance spectra features 

of visible wavelength regions [19, 20]. A hyperspectral imaging system to detect fecal 

contamination on apples was developed, and this system can measure both reflectance 

and fluorescence in the visible to near-infrared [21, 22]. A portable hyperspectral imaging 

system has also been developed to monitor sanitation procedures in food processing 

facilities. It showed the ability to detect minute quantities of juice from produce on food 

processing equipment [23, 24]. An imaging device that is portable and capable of 

fluorescence-based contaminant detection on food products and food processing 

equipment can easily be integrated with workflows and sanitation audits in food handling 

facilities. 

Some efforts have been made to commercialize line scan spectral imaging systems 

without disinfection capability and with some documentation capabilities. Headwall 
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Photonics, Inc. [25] has commercialized a line scan system after licensing a patent. P&P 

Optica [26], Inc. has commercialized a similar line scan spectral imaging system that they 

claim is “able to detect, identify, and remove many types of foreign objects on production 

lines” as well as using “artificial intelligence to provide insights about shelf life, product 

composition, flavor, fat content, quality variation and much more.” VERITIDE Ltd. [27] is 

commercializing a fluorescence-based point measurement system to detect fecal 

contamination on meat carcasses, as well as a fluorescence-based production line 

imaging system for meat carcasses. 

2.2. CSI-D Technology   

In this dissertation, we used a fast, convenient, and easy-to-use handheld system 

developed by SafetySpect Inc. for “contamination, sanitization inspection, and disinfection 

(CSI-D)” that enables the rapid detection of organic residues and biofilms that are present 

in kitchens, dining areas, and food processing facilities a well as saliva and respiratory 

droplets. The system provides immediate disinfection and documentation of contaminants 

on surfaces that may cause disease spread. CSI-D can wirelessly communicate the 

inspection process, which allows remotely located personnel to immediately provide 

oversight and respond to inspection issues. The CSI-D system is not intended to be a 

primary disinfection or cleaning tool; instead, it acts as a post-cleaning audit solution 

complementary to other post-cleaning auditing tools (ATP, FT-IR, etc.), as well as 

providing documentation of cleanliness. The system’s disinfection capability is intended to 

provide spot disinfection only during audits or incident responses and is not employed as 

a large-area disinfection method (e.g., fogging). 

The key innovations of this device encompass the visualization of contamination using 

fluorescence imaging, the disinfection of the contamination using UVC illumination, and 

the documentation of cleanliness. The combination of detection, disinfection, 

documentation, and verification is the core innovation from an operator’s point of view. 
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Specific technical innovations include the ability to capture fluorescence images under 

bright ambient light situations in food processing facilities, institutional kitchens, and dining 

facilities. Previous systems (described above) had difficulties with bright ambient light and, 

often, could only function in darker rooms or under shrouding. Other innovations related 

to the UVC germicidal LEDs include the integration of safety systems based on sensors 

and software (LIDAR, gyroscope, motion detector, etc.) that help protect the operator and 

other personnel from accidental UVC light exposure. These sensors are also used to 

monitor motion and distance during the image capture process to ensure images are free 

from motion artifacts, such as image blur, and provide software-based guidance for 

operators when they are moving the camera too quickly or too far away or too close. 

Finally, the image database and records of contamination for each location at each facility, 

combined with the local hazards and disease prevalence, will enable the future delivery of 

intelligent dynamic risk assessment associated with each surface to guide cleaning and 

inspection processes. 

2.2.1. CSI-D System Description 

As shown in Figure 2.1, the CSI-D system consists of a handheld device that 

incorporates illumination, imaging, battery power, display, and processing units in a single 

system. The illumination module includes the 405 nm and 275 nm LED arrays, heat 

management, and driver circuits. The 275 nm LEDs were chosen because they were very 

close to the 282 nm excitation maximum wavelength of salivary amylase, were 

commercially available, and had high optical power. This wavelength is also a very 

effective germicidal wavelength. The 405 nm LEDs were selected because we previously 

used them for the detection of other organic residues, such as food residues containing 

fluorophores like collage, flavins, bacterial porphyrins, and chlorophyll. They are not used 

for the detection of saliva and respiratory droplets. 
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Figure 2.1. CSI-D system (top: system block diagram, bottom: CSI-D picture). 

 

During the fluorescence imaging mode, the 405 nm or 275 nm LED arrays are turned 

on and off sequentially via electronic signals. During the disinfection mode, the 275 nm 

LEDs are turned on continuously for 2–5 s. The imaging system includes an RGB camera 

and a UV camera that communicate with the processing unit, which triggers the image 

acquisition and storage of fluorescence images of organic residues (RGB camera), or 

saliva and respiratory droplets, and certain organic residues (UV camera) during 
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fluorescence imaging. The RGB camera is also used in “ViewFinder” mode, whereby an 

operator can locate the area of interest to be scanned. The camera systems include lenses 

and spectral bandpass filters that select wavelengths specific to the contamination 

emission wavelength ranges. 

The processing unit includes a system-on-module (SOM) board that controls the 

illumination and imaging modules to capture the fluorescence and background images 

under the appropriate illumination. The SOM processes images to provide meaningful 

information to the operator and for inspection records. The CSI-D system also includes a 

LIDAR module that communicates with the SOM module, which initializes and controls the 

LIDAR module and receives distance information from the rangefinder and temperature 

information from its temperature sensor. CSI-D uses an Android device as a smart display 

to provide an operator interface. The CSI-D system is designed to communicate with a 

dedicated cloud server in which all task lists are assembled, and inspection reports and 

video data are stored and managed. 

The operator can select a disinfection mode using the hand controls and user interface. 

The system calculates how long the UVC illumination should be activated by calculating 

the surface distance using the LIDAR module. 

2.3. Deep Learning    

Deep learning is a subset of machine learning inspired by the human brain's structure 

in which neurons in one layer take data as input, analyze it, and transmit the results to the 

next layer. Deep learning employs multi-layer neural networks, which may include 

thousands of interconnected nodes (neurons) in different layers so that each node 

receives input data from several other nodes from the previous layer and delivers 

processed output data to several other nodes in the next layer [28]. Deep learning models 

are representation-learning techniques that use multiple levels of representation. They are 

created by combining straightforward but non-linear modules that each convert the 
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representation at one level (beginning with the raw input) into a representation at a higher, 

marginally more abstract level. By composing a large number of such transformations, 

very complicated functions can be learned. The most important characteristic of deep 

learning is that these feature layers are learned from data using a general-purpose 

learning technique rather than being created by human engineers [29].  

The field of deep learning has made significant progress in recent years in overcoming 

complex problems and automating tasks in different fields, including computer vision, 

natural language processing (NLP), medical diagnosis, biology, the food industry, self-

driving vehicles, recommendation systems, playing games, robotics, etc. [30-38]. One of 

the most important reasons for the tremendous growth in popularity and usefulness of 

deep learning is its ability to automatic feature extraction [39]. Learning what and how to 

measure is an essential factor in the success of any data-driven operation. This is why 

selecting and designing features are crucial steps in the machine learning process. 

Feature extraction and selection often include in-depth domain knowledge, statistical data 

analysis, and repeated experimentation when developing models with different feature 

sets. Deep learning may be far superior in feature creation compared to conventional 

machine learning methods since traditional machine learning models often require 

extensive human intervention in feature design. In contrast to traditional approaches for 

feature extraction, deep learning automatically learns the features from the raw data. 

Given sufficiently big datasets, deep learning models have shown to be so efficient at 

learning meaningful features and are currently more accurate for a wide variety of 

applications than many other machine learning models that employ handcrafted features 

[39, 40].  

Among various types of deep neural networks, convolutional neural networks (CNNs) 

have received the most attention and are primarily used to solve complex image-driven 

pattern recognition tasks with their precise yet straightforward architecture [41, 42]. 
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2.3.1. Convolutional Neural Network 

Convolutional neural network (CNN) is a well-known deep learning architecture that 

Yann LeCun and colleagues invented in 1998 [43]. CNN architecture was inspired by a 

work from Nobel prize winners Hubel & Wiesel in 1959 [44], in which they investigated the 

animal visual cortex and discovered links between certain sections of the visual field and 

the corresponding brain regions. In some situations, they could even identify the specific 

neurons responsible for a certain visual field region. As a result of these findings, the idea 

of the receptive field was developed to characterize the relationship between certain 

regions of the visual field and the neurons responsible for processing the information. The 

concept of a receptive field was the main building block of the CNN architecture which 

refers to the region's size in the input space responsible for generating the feature [45, 

46].  

The CNNs were developed to handle data sets consisting of many arrays, such as a 

color picture consisting of three 2D arrays storing the intensities of pixels in each of the 

three color channels. 1D for signals and sequences, including language; 2D for pictures 

or audio spectrograms; 3D for video or volumetric images are all common data array 

formats [29]. 

In recent years, a variety of CNN architectures have been proposed. However, their 

fundamental elements are quite similar, including three types of layers: convolutional, 

pooling, and fully connected (dense) layers. As can be seen in Figure 2.2, a typical CNN 

architecture consists of a sequence of layers. The convolutional layers are made up of 

several convolution kernels (filters) that are used to calculate and generate feature maps 

for recognizing the spatial patterns in input, such as an image. Filters are simply random 

vectors of weights and biases generated by the network, and it is possible to design a wide 

variety of filters, each one able to extract a unique feature of the input. In other words, 

convolutional layers take the input, convolve it, then apply an element-wise nonlinear 

activation function and pass the result (feature map) to the next layer.  
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Figure 2.2.  A typical CNN architecture.  

This is similar to how a neuron in the visual cortex reacts to a single stimulus. Each 

convolutional neuron processes information exclusively for the receptive field to which it is 

dedicated.  

Given that most real-world problems that need to be solved by CNN models are not 

linear, the primary role of activation functions is to introduce non-linearity into the model 

[28]. There are different types of activation functions [47], sigmoid (𝜎(𝑥) =
1

1+𝑒−𝑥
), softmax 

(𝜎(𝑥𝑖) =
𝑒𝑥𝑖

∑ 𝑒𝑥𝑖𝑛
𝑖=0

), and rectified linear unit ReLU (𝜎(𝑥) = 𝑚𝑎𝑥⁡(0, 𝑥)) are the most popular 

ones [28].  

As explained earlier, a convolutional layer is a stack of feature maps; one feature map 

corresponds to each filter. Adding more filters increases the dimension of the feature maps 

and consequently increases the network's number of parameters and computations. The 

pooling layer in CNN reduces the feature map dimensionality by discarding irrelevant or 

redundant information without sacrificing any useful information. CNNs use a pooling layer 

to provide resilience against clutter, compactness of representation, and invariance to 

changes in location and illumination [48]. In a nutshell, the pooling layer summarizes the 

results from groups of neurons within the same kernel map [49]. By pooling over a local 

neighborhood on the feature maps from the preceding layer, the resolution of the feature 

maps is decreased, which improves the invariance to distortions in the inputs. There are 
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two well-known pooling methods, average pooling (calculates the average of the values 

inside a window on feature maps) and max-pooling (takes the maximum value inside a 

window on feature maps). Max-pooling with a window size of 2×2 and stride of 2 (the 

amount of steps the window is shifted along each dimension) is the most common method 

used in CNNs [41]. Stacking multiple convolutional and pooling layers enables the CNN 

model to progressively extract more complex and higher-level feature representations [42, 

48].  

Usually, a stack of convolutional and pooling layers is followed by one or more fully-

connected layers [50] in order to interpret the features extracted by the previous 

convolutional and pooling layers. Fully-connected layer connects all the neurons from the 

previous layer to all neurons in the next layer to generate global semantic information [51].  

In CNNs, the last layer is the output layer that depending on the task (binary or 

multiclass), can consist of one or multiple nodes. Sigmoid and softmax are common 

activation functions used in the output layer to convert the raw values into probabilities. 

The former is used for binary tasks, and the latter is used for multi-class problems. 

Typically, in neural networks, the learning process is done using backpropagation of error 

to calculate the gradients of the loss function with respect to the model parameters 

(weights and biases). After that, an optimization algorithm will make use of the gradient in 

order to update the model weights and biases to minimize the loss function. Currently, a 

wide variety of loss functions (like Mean Squared Error, Binary Cross Entropy, Categorical 

Cross Entropy, etc.) and optimization algorithms (such as Stochastic Gradient Decent 

(SGD), Root Mean Squared Propagation (RMSprop), Adaptive Moment Estimation 

(Adam), etc.) can be chosen to train a neural network architecture based on the task and 

problem that need to be solved.  

2.3.2. Semantic Segmentation 

Semantic segmentation is the process of identifying and clustering image pixels that 

all represent the same object class [52]. Semantic segmentation is also known as pixel-
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level classification since it classifies each image pixel into a specific class, and the 

algorithm should determine which pixels in a new image are semantically related to one 

another. Clustering is the foundation of most conventional image segmentation 

techniques, with extra information provided by contours and edges [53, 54]. However, 

emerging deep learning has shifted the focus to the use of deep neural network 

architectures, typically Convolutional Neural Networks (CNNs), to solve semantic 

segmentation problems [55-59]. These models vastly outperform previous methods in 

terms of accuracy and, in some cases, efficiency [60]. Deep learning techniques for 

semantic segmentation are advantageous because they can automatically learn 

appropriate feature representations from labeled pixels compared to using hand-crafted 

features such as SIFT [61] and HOG [62] that are not specifically developed to perform 

image segmentation and require domain expertise, effort, and often too much fine-tuning 

[53, 60]. There are several deep neural networks, such as AlexNet [49],  GoogLeNet [50], 

ResNet [63], VGG-16 [64], etc. [65], which are well-known and now generally recognized 

as the main building block of the semantic segmentation algorithms.   

Currently, fully convolutional network (FCN) [66] is the most common approach for 

semantic segmentation [60]. FCN strategy's insight was to use pre-existing CNNs as 

robust visual models with the ability to learn feature hierarchies. They swapped out the 

fully connected layers with convolutional ones, allowing the original well-known 

classification models to provide spatial maps for each class label as output rather than 

classification scores. FCN also uses fractionally strided convolutions (deconvolutions [67]) 

to upsample the spatial maps to provide dense per-pixel labeled outputs. Figure 2.3 shows 

one example of the FCN architecture.  
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Figure 2.3. Example of an FCN architecture. 

Another popular approach in semantic segmentation is the encoder-decoder deep 

neural network architecture [68]. The encoder network, similar to FCN, consists of several 

convolutions and max-pooling layers to extract the features from the input. In this network, 

the deeper layers are responsible for extracting information with higher-level semantic 

meanings. However, the deeper the layers go, the low-resolution image representations 

are produced [69]. To address this issue, the decoder network with a symmetric structure 

to the encoder network is used, which is made up of upsampling and convolution layers, 

and a softmax classifier to predict pixel-wise labels for an output with the same resolution 

as the input. In the decoder stage, each upsampling layer corresponds to a max-pooling 

layer in the encoding phase. Then the upsampled feature maps are convolved using a 

group of trainable filters to generate dense feature maps. Once the feature maps are 

returned to their original resolution, they are fed to a softmax classifier to generate the final 

segmentation [70]. An example architecture of an encoder-decoder semantic 

segmentation model is shown in Figure 2.4. 

Although the CNN-based semantic segmentation methods achieve promising results 

in terms of accuracy and efficiency, one of the main drawbacks of such methods is the 

need for a massive amount of pixel-level annotated images for the training process [71]. 

As is known, image annotation is a tedious, time-consuming, and expensive effort. That is 

why new research fields named weakly-supervised semantic segmentation and semi-

supervised semantic segmentation have been introduced [72, 73]. In weakly-supervised 
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semantic segmentation, data annotation is performed using four primary labeling methods, 

including image-level, bounding boxes, scribbling, and point annotation, which make the 

annotation much simpler than pixel-level annotations [74]. Semi-supervised semantic 

segmentation differs from weakly-supervised in that it presumes a smaller number of fully 

annotated training data instead of larger data labeled using weakly-supervised 

approaches [75]. 

 

Figure 2.4. Example of an encoder-decoder architecture. 

2.4. Federated Learning  

With the advent of smartphones, wearable devices, IoT gadgets, autonomous 

vehicles, etc., every day, an unprecedented volume of data is generated worldwide. This 

huge amount of data raises some challenges and concerns. The former is that collecting 

and storing such data from a wide variety of distributed sources in centralized storage is 

time-consuming and costly. The second is data privacy and user data confidentiality, 

which are also major concerns since users' data often include sensitive personal 

information such as financial data, medical information, location-based services, facial 

images, etc. [76, 77]. Leaking sensitive information in an untrusted environment can be 

harmful and damaging. Hence, preserving personal information and privacy is a priority 

not only for individuals but also for institutions, organizations, and other groups in society 

[78]. General Data Protection Regulations (GDPR) [79] is an effort by the European Union 

that went into effect on May 25, 2018, to ensure the privacy and security of users' 

information. Similarly, the US and china enforce low to protect personal information 
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privacy and security [80, 81]. The other challenge may appear when centralized data 

processing is not feasible due to legal or regulatory constraints, high transmission costs, 

or some other form of technological limits.  

For conventional centralized machine learning models to work, data from distributed 

devices must be transferred to a centralized data repository. Many machine learning (ML) 

methods, specifically deep learning models, are data-hungry. However, data typically 

exists in the form of data islands, and because of the competitive nature of the industry, 

privacy concerns, and complicated administrative procedures even within the same 

organization, data integration across departments is very challenging [78, 82]. In addition 

to the challenges and concerns mentioned above, due to infrastructure limitations such as 

low communication bandwidth, sporadic network access, and strict latency requirements, 

traditional centralized learning methods cannot handle ML's rapid evolution [83].  

Federated learning (FL) is an emerging learning paradigm and a promising solution to 

tackle the challenges and concerns mentioned earlier. For the first time, the concept of FL 

as a distributed machine learning framework was proposed by Google researchers 

McMahan et al. in 2016 [84]. FL is a machine learning paradigm in which several entities 

(clients) collaboratively train an ML model under the orchestration of a central server or 

service provider while clients’ data is kept decentralized and never shared with either other 

clients or the central server [85]. More specifically, a central server shares a global model 

with clients. Then each client trains the global model using local data, and the trained 

parameters (e.g., weights in neural networks) of each client’s model are sent back to the 

server for aggregation. Finally, the server updates the global model and distributes it 

between the clients to continue the training process. This process will be repeated until 

the model achieves the learning goal and a satisfactory result. 

2.4.1. Categorizations of federated learning 

Generally speaking, federated learning based on the distribution of sample space and 
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feature space can be categorized into three types: horizontal federated learning, vertical 

federated learning, and federated transfer learning [82]. 

Horizontal FL can be used when clients' datasets have the same feature space but a 

different sample space. The horizontal FL framework can be beneficial when several 

clients try to improve their model performance on the same task. Since the feature space 

is the same, the horizontal FL can expand the sample size, and consequently, the model 

will be trained on more data. For instance, four institutional kitchens, each in a different 

country, collect fluorescence imaging data in the same feature space for contamination 

detection. Given that each institutional kitchen trains the model based on its own data, 

using the horizontal FL, these four institutional kitchens can develop the training model 

collaboratively, increasing sample size and, as a result, the model performance and 

reliability. 

Vertical FL, also named feature-based FL, is applicable when clients' datasets have 

the same sample space but are different in feature space. Vertical FL often uses entity 

alignment methods to acquire overlapping samples [86, 87], and later these samples and 

their features can be used for training the machine learning model. Vertical FL can 

increase the feature space dimension by combining different features. For example, in a 

city, there are three different hospitals or institutions that, each of them perform one of the 

cognitive tests, MRI, or blood gene expression on AD patients. Since these three tests are 

the most common AD testing, many patients will probably visit these institutions. So there 

will be a significant intersection of patients, and vertical FL can aggregate these different 

tests as features for the same patients to increase the feature space for more robust and 

reliable training of ML models. 

Federated transfer learning can be used in a case where both feature space and 

sample space of the clients' datasets have a relatively very small overlap. Following the 

above example for diagnosis of Alzheimer’s Disease, consider three institutions or 

hospitals in three different countries, each of which does one of the cognitive tests, MRI, 



22 

 

 

or blood gene expression on the AD patients. Because of the geographical distance, the 

sample space might have no overlap or barely overlap of information. Also, each institution 

or hospital does a different test on AD patients, resulting in no overlap in feature space. In 

such scenarios, transfer learning can be used to create an efficient and reliable model 

while transferring and adapting knowledge from different but related tasks. 

2.4.2. Federated learning algorithm  

Conventional optimization approaches, such as distributed SGD, are often 

inappropriate in FL and may result in high communication costs. Many federated 

optimization approaches address this issue by using local client updates, in which clients 

update their models locally many times before communicating with the server. This can 

significantly reduce communication costs when training a model [88].  

Federated averaging (FedAvg) is the first and the most commonly used algorithm for 

federated learning [84]. In order to update the model, it performs a predefined number of 

steps of stochastic gradient descent (SGD) in parallel on a small selection of devices, and 

then model updates are averaged on a central server. FedAvg does more computations 

locally and less communication than SGD and its derivatives [89]. In recent years, many 

variants of FedAvg (FedProx [90], FedOpt [88], FedPAQ [91], FedBN [92], FedNova [93], 

etc. ) have been proposed to tackle possible issues such as convergence and 

heterogeneity in federated networks. 

2.4.3. Federated learning frameworks 

In recent years, several FL open-source frameworks and software have been 

developed, and five popular ones are discussed in the following.  

FedML [94] is an open-source research library and benchmark designed to make 

developing and fairly performance comparison of FL algorithms easier with respect to the 

wide range of computing paradigms and configurations. FedML is compatible with several 

computing paradigms, including on-device training for edge devices, distributed 

computing, and single-machine simulation. FedML also supports a variety of algorithmic 
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studies by providing a generic API architecture and extensive reference baseline 

implementations, including optimizers, models, and datasets. FedML library is comprised 

of two main components: FedML-API, which represents high-level API, and FedML-core, 

which stands for low-level API. FedML's training engine and distributed communication 

infrastructures are built into the FedML-core. On top of this, the FedML-API includes 

training models, datasets, and FL algorithms. 

FATE (Federated AI Technology Enabler) [95] is an industrial-level FL framework that 

allows businesses and academic institutions to work together on data while maintaining 

privacy and security. Currently, FATE can be used to train a wide variety of machine 

learning models in a horizontal or vertical federated setup. It protects communications 

through homomorphic encryption and secure multi-party computation. Given that FATE 

provides algorithm-level interfaces, developers need to modify the source code to 

implement their FL system. 

TFF (TensorFlow Federated) [96] is a lightweight framework developed by Google that 

allows researchers to create and implement novel TensorFlow-based FL algorithms. The 

TFF interface is divided into two main layers: Federated Learning (FL) API and Federated 

Core (FC) API. Using the FL API, developers can easily integrate the implemented and 

provided federated training and evaluation into their existing TensorFlow models. FC API 

is the foundation of federated learning in TFF and combines TensorFlow with distributed 

communication operators, allowing for the succinct expression of unique federated 

algorithms. 

PySyft [97, 98] is an open-source library that enables private and secure machine 

learning by transparently encapsulating and extending popular deep learning frameworks 

like PyTorch [99]. Several privacy methods are available as add-ons in PySyft, such as 

secure multi-party computation and differential privacy. PySyft also uses the WebSocket 

API, allowing client-to-client communication regardless of whether the service is hosted 

on a single or distributed set of computers [100]. 
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FLOWER [101] is an FL framework that facilitates experimenting with both algorithmic 

and systemic challenges in FL. Compared to other platforms, FLOWER stands out 

because of its unique capabilities for conducting large-scale FL experiments and 

considering diverse situations involving heterogeneous FL device configurations. Flower 

offers higher-level abstractions and makes it easier for researchers to try out novel 

approaches while still operating on a solid foundation. Flower facilitates using the existing 

ML algorithms and pipelines in an FL configuration to assess the convergence and training 

times of such pipelines in a distributed environment. It is worth noting that FLOWER 

enables the use of FL implementations on mobile and wireless clients with heterogeneous 

computing power, memory, and network resources. 
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3 CHAPTER 3. 

 
COMBINING DEEP LEARNING AND FLUORESCENCE IMAGING TO 
AUTOMATICALLY IDENTIFY FECAL CONTAMINATION ON MEAT 
CARCASSES  

 
3.1. Summary 

Background: Food safety and foodborne diseases are significant global public health 

concerns. Meat and poultry carcasses can be contaminated by pathogens like E. coli and 

salmonella by contact with animal fecal matter and ingesta during slaughter and processing. 

Since fecal matter and ingesta can host these pathogens, detection and excision of 

contaminated regions on meat surfaces are crucial. Fluorescence imaging has proven its 

potential for the detection of fecal residue but requires expertise to interpret. In order to be 

used by meat cutters without special training, automated detection is needed. Methods: This 

study used fluorescence imaging and deep learning algorithms to automatically detect and 

segment areas of fecal matter in carcass images using EfficientNet-B0 to determine which 

meat surface images showed fecal contamination and then U-Net to precisely segment 

the areas of contamination. Results: The EfficientNet-B0 model achieved a 97.32% 

accuracy (precision 97.66%, recall 97.06%, specificity 97.59%, F-score 97.35%) for 

discriminating clean and contaminated areas on carcasses. U-Net segmented areas with 

fecal residue with an intersection over union (IoU) score of 89.34% (precision 92.95%, 

recall 95.84%, specificity 99.79%, F-score 94.37%, and AUC 99.54%). Conclusion: 

These results demonstrate that the combination of deep learning and fluorescence 

imaging techniques can improve food safety assurance by allowing the industry to use 

CSI-D fluorescence imaging to train employees in trimming carcasses as part of their 

Hazard Analysis Critical Control Point zero-tolerance plan. 
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3.2. Background 

Unsafe food poses a threat to people worldwide, causing many illnesses and deaths 

every year [102]. Foodborne diseases are a public health challenge and major contributors 

to morbidity and mortality. About 600 million cases of foodborne illness and 420 thousand 

of deaths globally are caused by unsafe food each year [103].   

According to the US Centers for Disease Control and Prevention (CDC), foodborne 

illnesses affect millions in the US, causing thousands of deaths and billions of dollars in 

economic losses annually [104]. Each year about 48 million Americans become sick (1 in 

6), 128,000 are hospitalized, and 3000 die from foodborne illnesses [2, 3, 105]. The 

economic burden of foodborne illness was over $15.5 billion in 2013 [106], and the U.S. 

Department of Agriculture (USDA) stated that this amount was increased by about 13% 

to $17.6 billion in 2018 [107].  

In the United States, the foods that are most likely to become contaminated and, 

therefore unsafe, are raw foods of animal origin [108].  Currently, the meat and poultry 

industry is the largest segment of agriculture. For instance, in 2017, 52 billion pounds of 

meat and 48 billion pounds of poultry were produced in the US [109]. With the high 

consumption of meat and poultry comes a high number of human foodborne illnesses. 

There are numerous foodborne pathogens associated with meat, including Salmonella 

spp., E. coli, Campylobacter jejuni, Yersinia, and Listeria monocytogenes. These are the 

most often detected pathogens that can cause significant public health problems [3, 110]. 

Becoming infected with any of these pathogens can lead to severe diarrhea, vomiting, 

abdominal cramps, and even death in some cases [3]. Outbreaks of foodborne illness 

resulting from contamination by these pathogens tend to occur by exposure of the animal 

carcass to feces, ingesta, and soiled hides during meat processing. According to USDA 

policy, the regulatory standard for US Food Safety and Inspection Service (FSIS) is “zero 

tolerance” [111]. “Zero tolerance” is a visual standard by which all surfaces of processed 
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meat and poultry carcasses are required to be free of visible fecal contamination before 

they can enter the carcass chiller. 

Current methods for identifying fecal contamination on carcasses are limited to simple 

visual examination during meat processing. It is difficult for human inspectors to thoroughly 

inspect carcasses since some contamination is invisible or barely visible and can be 

missed. Having a “zero tolerance” requirement for visible fecal contamination on the 

carcasses creates a problem. The visual inspection method becomes insufficient because 

of human errors that happen during processing, especially “painting.” In painting, the 

slaughter knife is not disinfected and cleaned properly of feces or ingesta and is used later 

to skin the carcass. This error dilutes the fecal contamination, making it difficult to visually 

detect on the carcass with the naked eye. Another source of error is when fecal 

contamination is not detected on the lower or upper parts of the carcass, which are more 

difficult for the inspector to reach and see.  

To combat meat and poultry contamination, a solution is needed to more effectively 

inspect meat surfaces during meat processing to overcome potential human error, 

increase food safety, and increase public confidence in the meat processing system while 

allowing a fast enough production speed. Although there is no way to ensure that our food 

is completely secure, new developments in optical fluorescence imaging can provide 

improved confidence in food processing operations. Fluorescence imaging can play a 

crucial role in food safety as a swift, precise, and non-destructive technique that is able to 

detect chlorophyll and its metabolites as well as other fluorophores within fecal matter and 

ingesta. 

There are two problems to overcome when deploying fluorescence imaging 

technology in meat processing facilities. One of these is the problem of doing fluorescence 

imaging in a bright ambient light environment. Another is the need for the interpretation 

and analysis of fluorescence images by untrained operators. New technologies in Light-

emitting diode (LED) illumination and image sensors have been developed to overcome 
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the bright ambient light problem, and modern machine learning algorithms can be applied 

to automate image analysis and provide immediate feedback to inspectors and meat 

cutters. 

In this study, we employ a fluorescence imaging device developed by SafetySpect and 

two state-of-the-art deep learning algorithms, including EfficientNet and U-Net, to first 

discriminate the video frames with fecal residue on meat surfaces and then accurately 

segment and identify the corresponding areas of fecal contamination in the image. The 

handheld automated imaging inspection device (CSI-D), created by SafetySpect [112], 

offers mobility and flexibility for fluorescence-based contaminant detection on both food 

products (e.g., carcasses) and equipment surfaces in meat processing facilities under 

bright ambient light. Visualization by fluorescence emission has excellent potential for food 

safety procedures. However, fluorescence imaging, like many other imaging techniques, 

delivers video or images that need to be interpreted to be used for live visual inspection. 

These images need automated methods to identify contamination and make decision-

making easier for human inspectors and meat cutters excising the contaminated areas 

from meat. This is the next level of safety that needs to be developed and which we 

address in this research. 

Research in applications of image processing and machine learning algorithms over 

the last few years has rapidly increased in the area of food safety and food security, 

especially in the meat processing industry [113, 114]. Researchers evaluated the quality 

of 16 types of pork and poultry using image processing techniques, including 

segmentation and histogram-based analysis [115]. Another study used 4-bit 

monochromatic images of meat cuts to extract features using image processing 

techniques from fatty regions of meat images and then used neural network and multiple 

regression analysis to grade the meat quality [116]. To assure meat safety, several studies 

used threshold-based algorithms on fluorescence images to detect fecal contamination on 

beef and poultry meat surfaces [7, 117, 118]. However, most of these techniques are 
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prone to error and are not reliable enough to be applicable in the real world for the following 

reasons. 

Many of these experiments were conducted in a laboratory environment with low 

ambient light intensity and on surfaces that were dark as opposed to the stainless steel 

and bright plastic surfaces typically found in meat processing plants. The meats being 

measured were mostly fixed in position as opposed to the constant motion of carcasses 

in meat processing plants. Additionally, many of the techniques discussed required 

predefined feature segmentation based on feature shape or color. These identified 

features are then used to extract meaningful information for further analysis for 

classification. Several studies used thresholding-based algorithms to detect the 

contamination regions in which determining the optimum value of the threshold level is 

very challenging and can cause both false positive and false negative outcomes due to 

varying ambient light intensity and the variety of background surfaces found in meat 

processing plants. This is why more sophisticated and reliable algorithms are needed to 

fill the gap in current analysis methods. 

During the past few years, deep neural network (DNN) algorithms, and more 

specifically, convolutional neural network (CNN) algorithms, have grabbed much attention 

in many fields as state-of-the-art machine learning methods [119, 120], and certainly in 

food safety-related technologies [38, 121]. One of the main advantages of CNN models is 

that they can automatically extract important and meaningful information from images and 

videos and learn from them without image feature extraction by human-derived 

techniques. The learned weights of a trained CNN model can also be saved and reused 

with a new dataset without re-training the model [122]. DNN algorithms have a wide variety 

of applications in the food domain, including food recognition and classification, food 

calorie estimation, food supply chain monitoring, food quality detection, food 

contamination detection, etc. [38, 123]. Although applications of DNN algorithms have 

been studied in several food-related domains, to our knowledge, there is no study where 
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the main focus is on the detection and segmentation of fecal contamination on meat 

surfaces. 

3.3. Methods 

3.3.1. Fecal contamination measurement technology 

In this study, to collect fecal contamination information, we used a handheld 

contamination, sanitization inspection, and disinfection device (CSI-D). One of its 

capabilities is the detection of organic residues in meat processing facilities. The CSI-D 

device integrates illumination, imaging, data processing, and display into a single portable 

device. Its illumination module is composed of 270 nm and 405 nm light-emitting diode 

(LED) arrays, a suitable heatsink for the dissipation of heat from the LEDs and driver 

circuits. In addition, the device incorporates a Wi-Fi transmitter for streaming captured 

video to supplementary monitoring devices like tablets and cell phones. 

During imaging mode, the LED arrays are automatically pulsed—switched off and on 

in rapid sequence through electrical signals to enable background image subtraction. For 

fluorescence imaging, there are two cameras: an RGB camera and a UV camera, which 

are controlled by a processing unit that initiates the capture of fluorescence images. The 

RGB camera captures images of organic residues, and the UV camera captures images 

of saliva, respiratory droplets, and other organic residues. CSI-D is also equipped with 

lenses and spectral bandpass filters that pass specific wavelengths emitted by 

contamination fluorescence. Figure 3.1 shows the CSI-D device.  

 

Figure 3.1. CSI-D device. (A) Front view. (B) Rear view. 
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3.3.2. Data collection 

We collected data at three meat processing facilities (two cattle and one sheep) in 

North Dakota, USA. Before starting data acquisition, there was a detailed discussion with 

the owners and local meat inspectors to better understand the current methods used in 

their facilities, including any perceived needs or shortcomings. SafetySpect's CSI-D 

device was used to record videos from processed raw meat carcasses, initially under the 

direction of a retired federal meat inspector and later without direction. If we found anything 

suspicious during the scan, we asked the inspector to review it. We scanned fourteen beef 

and six sheep carcasses on the left and right sides of the carcasses after skinning and 

before they were placed in the chiller. 

In addition to the video recording of the scans, we also created a video record of the 

procedure with the meat inspector using a GoPro camera. We also secured samples of 

meat, fat, and sheep feces for further measurements in the lab at the University of North 

Dakota. All measurement scans were captured with a resolution of 1024 × 768 and at 24 

frames per second (FPS). We also measured the meat processing environment light 

intensity which varied between 50 to 90 Foot-candle (FC). In total, 1 h and 15.2 min of 

video scans were used for further analysis. Figure 3.2 shows examples of image data 

collected from clean meat surfaces, and Figure. 3.3 shows examples of image data from 

meat surfaces contaminated by fecal matter. 
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Figure 3.2. Six CSI-D fluorescence images of clean meat surfaces (A–F). 

 
 

Figure 3.3. Six CSI-D fluorescence images of meat surfaces with fecal contamination (A–F).
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3.3.3. Methodology 

For this study, we had two aims. The first aim was to differentiate the frames showing 

fecal contamination on meat surfaces (contamination) versus the frames with no 

contamination on meat surfaces (clean) using a DNN model. The second aim was to 

identify the specific areas of fecal contamination using a semantic segmentation algorithm 

on the frames already classified as contamination. 

3.3.4. Deep learning model architecture 

In this study, a CNN model is used to classify the captured video frames from the CSI-

D device into two classes of clean and contamination. To do so, first, all the captured 

videos were converted to frames, and then each frame that showed contamination was 

labeled as contamination, and each frame without any contamination was labeled as 

clean. We then employed a state-of-the-art CNN model (EfficientNet) for the classification 

between clean and contamination frames. 

The EfficientNet model was proposed by Google researchers [124], and their main 

idea was that balanced scaling up of a CNN in terms of depth, width, and input image 

resolution could lead to better accuracy and efficiency. Their empirical investigation 

revealed that balancing such dimensions resulted in a more accurate outcome. They 

used a neural architecture search [125] and designed a baseline network (EfficientNet-

B0), and proposed a compound scaling method in which all network dimensions (width, 

depth, and image resolution) can be uniformly scaled using a set of predefined scaling 

factors to generate a family of EfficientNets (B1–B7). We used EfficientNet-B0 and 

Figure. 3.4 depicts a condensed schematic representation of this model. 
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Figure 3.4. (A) A concise representation of the EfficientNet-B0 model. (B) The building blocks 

of MBConv1. (C) The building blocks of MBConv6. 

As can be seen, the main building block of EfficientNet-B0 is a mobile inverted 

bottleneck convolution (MBConv) [125, 126], which is slightly modified by adding squeeze-

and-excitation optimization blocks [127]. Each MBConv block relies on depthwise 

convolutions [128] and shortcut connections between the blocks. The squeeze-and-

excitation enhances the network's representative power by explicitly modeling 

interdependencies among channels, resulting in dynamic channel-wise feature 

recalibration. Unlike typical two-dimensional (2D) convolutions, depthwise convolutions 

can apply a single convolutional filter to each input channel and not only decrease the 

number of parameters and computational costs but improve the network's 

representational efficiency. 

The input image size for EfficientNet-B0 should be (224, 224, 3), and the model 

expects the inputs to be floating pixel tensors with values in the range of 0–255. The input 

images pass through a 2D convolutional layer with 32 filters and a kernel size of 3 × 3. 

Then the images flow through sixteen other MBConvs, including one MBConv1 and fifteen 

MBConv6 with different filter and kernel sizes. It is worth mentioning that each 

convolutional layer is followed by a batch normalization [129] along with a swish activation 

function [130]. The batch normalization by smoothing the optimization landscape can 



35 

 

 

make the gradients more stable and predictable, making optimization faster and more 

effective, and can speed up the training process [131]. 

The last block of the EfficientNet-B0 is composed of another convolution layer followed 

by another batch normalization and the swish activation function. More specifically, a 1 × 1 

convolution layer [132] is used in the final block, which enables the network for channel-

wise pooling or cross-channel downsampling. By doing so, the 1 × 1 convolution layer 

functions as a projection layer that aggregates information across channels and reduces 

the dimensionality by decreasing the number of filters while introducing non-linearity and 

keeping essential, feature-related information. 

Given that the first aim of our experiment was binary classification between clean and 

contamination frames, we employed a sigmoid activation function as the output activation 

layer. The sigmoid function is a nonlinear activation function that transforms the values 

between 0 and 1, and in our case, its output represents the probabilities that an input 

frame belongs to the clean and contamination classes. 

Next, the EfficientNet-B0 model needs to be trained to recognize and classify the input 

frames correctly, and the model error for the prediction of the correct classes needs to be 

minimized. A loss function is needed to compute the error and quantify the performance 

of the model. Since our task is a binary classification, we used Binary Cross-entropy as 

our loss function. Binary Cross-entropy calculates the cross-entropy loss between the 

predicted labels and true labels, which can be 0 or 1. By diverging the predicted labels 

from true labels, the cross-entropy loss will be increased. The Binary Cross-entropy Eq. 

(3.1) is as follows: 

𝐿𝑜𝑠𝑠 = ⁡−
1

𝑁
∑ 𝑦𝑖 ⁡× log(𝑝(𝑦𝑖) + (1 − 𝑦𝑖) × log(1 − 𝑝(𝑦𝑖)))
𝑁
𝑖=1                (3.1) 

where N is the number of training samples, 𝑦𝑖 denotes the true label, 𝑝(𝑦𝑖)  represents 

the predicted probability of class 1 (in our case, contamination) and 1 − 𝑝(𝑦𝑖) is the 

predicted probability of class 0 (clean). 
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To minimize the loss function and improve the model performance, an optimization 

algorithm is needed. In this study, we used the Adam optimizer, a gradient-based 

optimization of stochastic objective functions, which adaptively estimates the first and 

second-order moments [133]. In other words, the Adam optimizer individually adjusts the 

learning rate of the parameters using the estimation of the first and second moments of 

the gradients. 

3.3.5. Contamination segmentation 

The second aim of this research was to segment the regions with fecal contamination 

after finding and classifying the video frames as contamination using the model described 

above. The accurate segmentation of areas contaminated by fecal matter can be very 

beneficial for the following reasons. The first and foremost reason is that finding 

contamination frames does not always lead to finding a contaminated area on the meat 

surface. In many cases, the fecal matter on the meat surface is very small, and finding 

areas of contamination even after detecting the corresponding frame could be challenging 

during a live inspection process. 

Since carcass inspection must comply with the "zero tolerance" standard, segmenting 

and pseudo-coloring these areas can make it more straightforward for inspectors to 

recognize them and not miss any contamination. Another reason for pseudo-coloring is 

that the segmentation can improve inspector discrimination during the monitoring process. 

During the inspection, there might be several contaminated regions of different sizes or 

colors at the same time on meat surfaces, and without accurate segmentation, the 

inspector might miss some contaminated areas. Developing a model for accurate 

segmentation of the fecal contaminated areas on meat surfaces may be crucial. Further, 

the segmentation of the fecal contaminated area can help the training process of new 

FSIS inspectors in recognition of the possible fecal contamination areas and in trimming 

carcasses as part of their Hazard Analysis Critical Control Point (HACCP) zero-tolerance 

plan. 
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In the past, fecal contamination segmentation on the surface of different types of meats 

and vegetables has been tackled mainly using threshold-based algorithms. However, 

such algorithms are prone to error because they are sensitive to ambient light intensity, 

and determining an appropriate thresholding level can be challenging. In real-world 

situations, the presence of other objects with similar pixel intensity in the background can 

also lead to false positives [7-9, 118]. 

In this study, we used the semantic segmentation method to precisely segment fecal 

contaminated regions on meat surfaces. In semantic segmentation, a pixel-level 

annotation assigns a class to each pixel of an image. Then a deep CNN is first trained to 

learn to classify pixels according to their corresponding classes (in our case, clean and 

contamination), and then the trained model is used to predict the class of each pixel for 

the unseen data (test set). To build the semantic segmentation training and testing 

datasets, we employed MATLAB Video Labeler for pixel-wise labeling of each video 

frame. The Video Labeler provides a straightforward way to label ground truth data in a 

video or image sequence by marking rectangular or polyline region of interest (ROI) labels, 

pixel ROI labels, and scene labels. 

Since the aim was to segment the fecal contamination regions on meat surfaces, the 

ground truth labels consisted of two classes of contamination and background, and all 

pixels were labeled accordingly. We labeled every pixel of 55,114 frames that had already 

been classified as contamination in the previous DNN classification described above. It is 

worth mentioning that the ground truth labeling process was conducted by two labelers 

and reviewed by two supervisors who were present during the data collection. 

To accomplish the semantic segmentation task, we used U-Net, a CNN model initially 

developed for biomedical image segmentation [134]. In the U-Net architecture (Figure. 

3.5), the input images pass through three sections, including a contraction path (left side), 

bottleneck, and expansion path (right side). Before feeding the images to the contraction 
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path, we first resized the video frame to 512 × 512 × 3 pixels and then rescaled the range 

of each pixel intensity from [0, 255] to [0, 1] to speed up the model convergence learning 

process. 

 
 
 
                                                    Figure 3.5. U-Net architecture. 
 
 

The contraction path also called the downsampling path, comprises two 3 × 3 

convolutions that are repeated several times. These two convolution layers are followed 

by a rectified linear unit (ReLU) and a downsampling layer composed of a 2 × 2 max-

pooling process with a stride of 2. The number of feature channels (filters) at each 

downsampling step was doubled, allowing the architecture to learn more complex 

structures. 

The data then passes through the bottleneck, a nonlinear dimensionality reduction 

layer, which is the nethermost section of the U-Net architecture and operates as a bridge 

between the contraction and expansion paths. The data then flows through the expansion 

path, each step of which is similar to the contraction path. It comprises repeated 

application of two 3 × 3 convolutions, followed by a 2 × 2 up convolution layer that reduces 
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the number of feature channels by half to maintain the architecture's symmetry. It is worth 

mentioning that the feature maps of each of the two-convolution layers in the contraction 

path are concatenated with the feature maps of the same layer in the expansion path. By 

doing so, the high-resolution feature maps from the contraction path are concatenated 

with the upsampled features of the expansion path, which can improve the model's ability 

to learn and localize the representations. It is also worth noting that after each convolution 

layer, we used batch normalization to solve the problem of internal covariate shift [129]. 

Finally, since our task is a binary classification at the pixel level (contamination vs. 

background), a sigmoid function is used for the output layer. Also, binary cross-entropy 

was employed as the model loss function, and the Adam optimizer was employed to 

update model weights and learning rate to minimize the loss. 

3.3.6. Experimental setup 

When evaluating the models for classification between clean and contamination 

frames, and also when evaluating the image segmentation of the fecal matter on meat 

surfaces, all codes were implemented using the Keras framework (open-source library for 

solving machine learning problems). We used the Tensorflow-GPU v2.6.0 backend on a 

GPU-enabled workstation with an NVIDIA GeForce GTX 1080 FTW 8 GB GDDR5. The 

experiments were conducted with Windows10 as the operating system. 

3.4. Results 

3.4.1. Model performance for clean vs. contamination classification 

The classification between clean and contamination was carried out on a total of 

108,296 frames, including 53,182 clean frames and 55,114 contamination frames. We 

chose 70% of frames at random as our training set, 20% for validation, and 10% of the 

frames as the test set to evaluate the performance of our classification model. Since deep 

learning models result in higher performance in the presence of rich and sufficient data, 

we used some data augmentation methods such as random flip and rotation to improve 

our model's accuracy and generalization. 
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We trained and validated our model over 150 epochs by choosing binary cross-entropy 

as the loss function and Adam optimizer with a learning rate of 0.001. We also set the 

batch size to 32. Batch size is the number of propagated frames through the network in 

one iteration during the model training. It is worth noting that in addition to Adam, four 

other optimization algorithms, including SGD, RMSprop, Adamax, and Adagrad, were 

used to train the model, and the highest performance was achieved using the Adam 

optimizer.   

Our model performance was evaluated using the six metrics of accuracy, precision, 

recall, specificity, F-score, and area under the curve (AUC). The first five metrics are 

defined in Eqs. (3.2) and (3.3): 

Accuracy = ⁡
(TP+TN)

(TP+TN+FP+FN)
, Precision = ⁡

TP

TP+FP
, Recall = ⁡

TP

TP+FN
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡      (3.2) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡Specificity = ⁡
TN

TN+FP
,⁡⁡⁡⁡Fscore = 2 ×

Precision×Recall

Precision+Recall
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (3.3)

where TP, TN, FP, and FN denote true positives, true negatives, false positives, and 

false negatives, respectively. In addition, we used the area under the curve (AUC) of the 

receiver operating characteristic (ROC), as an indicator of the model's ability to separate 

the two classes. 

As shown in Table 3.1, the model could successfully discriminate between the two 

classes of clean and contamination with an accuracy of 97.32%, precision of 97.66%, 

recall of 97.06%, specificity of 97.59%, F-score of 97.35%, and AUC of 99.54%. Figure 

3.6 shows the accuracy and loss of the model during training and validation. Figure 3.7 

illustrates the confusion matrix of the model on the test set, which is used as a visual 

evaluation tool in classification. The rows of the confusion matrix show the actual class for 

clean and contamination, and the columns represent the predicted label of each class. 
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Table 3.1. Performance of the EfficientNet-B0 for discrimination between clean and contamination 
frames. 

Evaluation 
metrics 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

Specificity 
(%) 

F-score 
(%) 

AUC 
(%) 

 97.32 97.66 97.06 97.59 97.35 99.54 

       

 
Figure 3.6. (A) The model accuracy during training and validation. (B) The model loss during training and 

validation. 
 

 
Figure 3.7. The confusion matrix of the model when applied to the test set. 
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3.4.2. Model performance on fecal contamination image segmentation 

The segmentation of areas of fecal matter in meat surface images is used to determine 

the presence and the exact location of contamination. The model was trained, evaluated, 

and tested on the 55,114 frames already labeled as contamination in the classification 

section. Like the previous section, 70% of the data was chosen for training, 20% for 

validation, and 10% as the test set. 

Our semantic segmentation model was trained and validated over 100 epochs. Like 

our classifier, we chose binary cross-entropy as the loss function, the Adam optimizer with 

a learning rate of 0.001, and a batch size of 32. 

The model performance was evaluated using the same metrics as described above. 

However, instead of accuracy, we used another metric, intersection over union (IoU), to 

assess the model segmentation performance. The rationale for not using accuracy is that 

our semantic segmentation model is a pixel-wise binary classifier (contamination vs. 

background). Since the fecal matter usually covered just a tiny portion of the frames, the 

accuracy would be consistently over 99%, making it not useful for evaluating the model 

performance. 

IoU, also known as Jaccard Index, is a well-known metric for assessing how accurately 

a segmentation method can segment the ROI compared to ground truth segmentation. 

The IoU metric quantifies the percentage of overlap between the ground truth and the 

model prediction. 

Equation (3.4) shows the IoU definition. 

IoU = ⁡
TP

(TP+FP+FN)
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (3.4)

Our semantic segmentation model segmented the fecal matter on meat surfaces with 

an IoU of 89.34%, precision of 92.95%, recall of 95.84%, specificity of 99.79%, F-score of 

94.37%, and AUC of 99.89% (Table 3.2). 
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Table 3.2. Performance of the U-Net for segmentation of fecal matter in meat surface images 

Evaluation 
metrics 

IoU 
(%) 

Precision 
(%) 

Recall 
(%) 

Specificity 
(%) 

F-score 
(%) 

AUC 
(%) 

 89.34 92.95 95.84 99.79 94.37 99.89 

 

For better visualization to show how accurately our model can segment fecal matter 

areas in meat surface images, we show six sample images that were randomly chosen 

from the test set (Figure. 3.8). The first row of Figure. 8 shows the input frames to be 

analyzed using the semantic segmentation model. The second row is the segmented 

image output by the model, and the third row shows the ground truth segmented image 

where a human expert has labeled each pixel. 

 
Figure 3.8. Performance of the semantic segmentation method on some randomly selected 

test frames. (A) The input frames to the semantic segmentation model. (B) Segmented image 

output by the model. (C) The ground truth segmented image by human experts. 

Comparing the model output with ground truth shows that our model can segment 

fecal matter on meat surfaces with high accuracy. Interestingly, in columns four and six, 

there are two small areas that the model segmented as fecal matter but were not labeled 

in the ground truth by our human experts. A closer look at the input frames reveals that 

those areas were chosen correctly and precisely as fecal contamination by the model, and 
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the three human experts, when reviewing the images, agreed that they had missed these 

tiny spots during the labeling of the images. 

3.5. Discussion  

The goal of this research is to develop a system and software that can be used to 

make processed meat safer for consumers. Detecting contamination can be extremely 

challenging in production environments that have a lot going on at once. We need to 

overcome fluorescence imaging issues caused by bright ambient light, continually 

changing shadows as carcasses move about the processing area, and often high-speed 

production requirements. It is difficult for a human to recognize these kinds of 

contamination without some form of automated analysis. In this paper, we have 

demonstrated the ability of state-of-the-art machine learning models to quickly analyze the 

presence of contamination with a portable handheld carcass scanning system. This 

system has been well received by the meat processing personnel working on the floors of 

the meat processing plants where we have been testing. 

The detection of contaminated regions using CSI-D is beneficial because action can 

be taken immediately to cut away meat with fecal contamination from the carcass and help 

the facility meet the "zero tolerance" standard for fecal contamination that is required by 

the USDA FSIS. CSI-D can also help train new processing plant staff and FSIS inspectors 

in locating contamination that might be difficult to see during visual inspections. Although 

fluorescence-based imaging can be beneficial, the detection of fecal matter on meat 

surfaces can be challenging because the fecal contamination may be very small, there 

may be multiple tiny spots on a carcass, and the contamination may be a very faint smear, 

making detection difficult during the live inspection. The contaminated regions that 

fluoresce can be of different sizes and of varying shades or hues depending on the color 

of the meat or fat in the background and the mix of fluorophores being detected as well as 

their concentration. This can increase the risk of missing some contaminated areas by 
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inspectors. That is why developing a model for accurate detection of the contaminated 

areas on meat could be crucial. The inspection process will be more straightforward for 

inspectors to recognize fecal residue on meat surfaces if we have an accurate and reliable 

model that can highlight contamination. 

The model we have developed provides a substantive improvement in the ability to 

detect even faint indications of fluorescence of fecal contamination. 

3.6. Conclusion  

These results demonstrate that applying deep learning algorithms in the food 

inspection domain can provide higher levels of food safety assurance. State-of-the-art 

deep learning algorithms can be used with new fluorescence imaging systems for 

detecting fecal residues on meat surfaces to keep our meat and poultry safer than is 

possible with conventional visual inspection alone. 

We have presented a contamination detection technique based on deep learning that 

automatically identifies unclean meat surfaces contaminated with fecal matter in a 

fluorescence video image. We have also shown how video image processing and new 

LED illumination and imaging sensor can overcome the problem of detecting 

contamination using fluorescence under the bright ambient light found in meat processing 

facilities. Our methods can also segment and highlight areas of fecal residue in images of 

contaminated meat surfaces for easy identification and trimming from carcasses in real-

time during meat processing. 

We employed a state-of-the-art deep convolutional neural network architecture named 

EfficientNet-B0 on 108,296 images extracted from videos and labeled as "clean" and 

"contamination," using 70% of the images for training and 20% of the images for validating 

the model. When tested on the remaining 10% of the images, classification results yielded 

a 97.32% accuracy (97.66% precision, 97.06% recall, 97.59% specificity, 97.35% F-score, 

and 99.54% AUC). We segmented areas of fecal residue in images classified as 
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"contamination" using the U-Net semantic segmentation algorithm. Segmentation results 

from 55,114 "contamination" frames yielded an intersection over union (IoU) score of 

89.34% (precision of 92.95%, recall of 95.84%, specificity of 99.79%, F-score of 94.37%, 

and AUC of 99.89%). 
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4 CHAPTER 4. 

 
DEEP LEARNING AND MULTIWAVELENGTH FLUORESCENCE 
IMAGING FOR CLEANLINESS ASSESSMENT AND 
DISINFECTION IN FOOD SERVICES 

 
4.1. Summary 

 
Background: Precise, reliable, and speedy contamination detection and disinfection 

is an ongoing challenge for the food-service industry. Contamination in food-related 

services can cause foodborne illness, endangering customers and jeopardizing provider 

reputations. Fluorescence imaging has been shown to be capable of identifying organic 

residues and biofilms that can host pathogens. Methods: We use new fluorescence 

imaging technology, applying state-of-the-art deep learning algorithms, namely Xception 

and Deeplabv3+, to identify and segment contaminated areas in images of equipment and 

surfaces. Results: Deep learning models demonstrated a 98.78% accuracy for 

differentiation between clean and contaminated frames on various surfaces and resulted 

in an intersection over union (IoU) score of 95.13% for the segmentation of contamination. 

The portable imaging system's intrinsic disinfection capability was evaluated on S. 

enterica, E. coli, and L. monocytogenes, resulting in up to 8-log reductions in under 5 

seconds. Conclusions: Results showed that fluorescence imaging with deep learning 

identification algorithms can help assure safety and cleanliness in the food-service 

industry.  
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4.2. Background 

Eating at restaurants and other institutional kitchens is an integral part of our lives 

worldwide. In 2016, the U.S. restaurant industry had sales of $799 billion [135]. The 

National Restaurant Association indicated that 47% of every food dollar in 2016 was spent 

in a restaurant, and in 2015 the average American ate out five times per week [135]. 

Restaurants handle a wide variety of raw foods, which presents a risk of cross-

contamination, leading to foodborne illness. Cross-contamination can happen at any stage 

of food handling, from food processing to food serving or in domestic kitchens, when there 

is an unintentional transfer of bacteria or other microorganisms from contaminated 

surfaces to another contact surface [136]. In restaurants, cross-contamination can occur 

during the food preparation stages due to poor cleaning and sanitization procedures, 

improper hand hygiene, or improper separation of ready-to-eat foods (e.g., salad and fresh 

fruits) from foods requiring cooking (e.g., meat), [137, 138]. 

Foodborne illness outbreaks occur when people eat contaminated food with a 

significant dose of a disease-causing agent [1]. Since restaurants provide a way for people 

to gather for shared food experiences, they also provide opportunities for outbreaks to 

happen. Restaurants are more often linked to food illness outbreaks than other food 

preparation sites. In 2017, 841 foodborne disease outbreaks were reported in the U.S., 

with restaurants accounting for two-thirds of these outbreaks [139]. The impact of these 

outbreaks is significant in both the cost on human health and mortality and in the economic 

implications for commercial establishments. The economic impact comes from loss of 

revenue and damage to brand strength. Loss of income is due to the cost of a facility 

shutdown while investigating and remediating the problem, lost customers, and lawsuits 

[135]. 

In 2015 the share value of a reputable restaurant chain in the U.S. decreased by 18% 

in the first two months of an E. coli outbreak, and their brand strength index fell by 27% 
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[140]. A 2013 study in the International Journal of Hospitality Management reported that 

the negative impact on investment value expressed as cumulative abnormal return (CAR) 

for multiple publicly traded firms was significant in magnitude [141]. A 2018 study 

conducted by Brand Finance estimating the impact on business equity showed that 

"Businesses in the Restaurant & Food Services industry face a risk of losing up to 19% of 

their Enterprise Value as a result of a food safety incident." Using the example of Darden 

Restaurants Group, they calculated the business value at risk for Darden to be $2.4 billion 

and for the industry as a whole the business risk to be $104 billion [140]. 

During meal preparation, residues left on food processing surfaces or equipment can 

create a favorable environment for microorganisms to grow, often forming biofilms5. 

Foodborne pathogens associated with food poisoning include Salmonella enterica, 

Listeria monocytogenes, and Escherichia coli O157:H7, which form robust biofilms [136]. 

Biofilms consist of a consortium of sessile microbial species formed on biotic or abiotic 

surfaces and a self-produced extracellular polymeric substance (EPS) matrix. EPS 

comprises exopolysaccharides, extracellular proteins, eDNA, and lipids, and provides 

structural rigidity as well as protection against antimicrobials, antibiotics, starvation, and 

dehydration [142-144].  Bacterial cells can be easily released from a biofilm and quickly 

spread to other surfaces in the food preparation environment [145]. The release of 

pathogenic bacteria from biofilms leads to cross-contamination from preparation surfaces 

to the prepared food. Effective sanitization methods and food handling procedures must 

be implemented to reduce the spread of foodborne pathogens.  

Currently, retail food and food-service businesses in the U.S. are regulated by more 

than 3,000 state, local, and tribal entities [146]. These agencies are responsible for 

maintaining oversight and inspection of over one million food establishments, including 

restaurants, cafeterias, and dining centers in healthcare facilities, schools, and 

correctional facilities [146]. The most common testing method for microorganism 

contamination in the food industry is swabbing of food contact surfaces and equipment for 
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Adenosine Triphosphate (ATP) testing or laboratory culturing [147]. These methods can 

be time-consuming and may take hours or days to complete. They do not provide real-

time detection of potentially harmful microorganisms on the food preparation surfaces. 

The lack of real-time inspection allows for the additional spread of microorganisms through 

the food preparation facility. Swabbing methods cannot test large surface areas since 

swabs can only collect residue from small areas, even when swiped back and forth (10cm 

x 10cm). To combat cross-contamination in restaurants and institutional kitchens, more 

effective solutions are needed to inspect food processing surfaces, to increase food safety 

and public confidence in the food processing system, and increase public confidence in 

the cleanliness of restaurants and institutional kitchens. Optical fluorescence imaging can 

provide this improved confidence. Fluorescence imaging can play an essential role in food 

safety and provide a fast and effective method to detect biofilms and organic residues that 

are less visible or invisible to the human eye. Real-time analysis to identify invisible 

biofilms and organic residues and immediately disinfect them could reduce foodborne 

illnesses in restaurants and institutional kitchens. 

Applications of image processing and machine learning algorithms have rapidly 

increased in food safety and food security, especially in meat processing [114, 119]. 

Several studies have used threshold-based algorithms to detect contaminated areas in 

the processing environment. Determining optimum threshold values is challenging, and 

inappropriate thresholds can contribute to false-positive and false-negative results. More 

sophisticated and reliable algorithms are needed to fill the gap in current analysis methods. 

Deep neural network (DNN) algorithms, especially convolutional neural network (CNN) 

algorithms, have become popular machine learning methods in many fields [148-151], 

including food safety-related technologies [38, 121]. An advantage of CNN models is that 

they can automatically extract information from images and videos and learn from them 

without human-derived image feature extraction techniques. Learned weights of a trained 

CNN model can be saved and reused with a new dataset without re-training the model 
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[122]. DNN algorithms have many food safety applications, including food recognition and 

classification, calorie estimation, supply chain monitoring, food quality assessment, and 

contamination detection [123, 152-154]. Food-related applications of DNN algorithms 

have been studied, but we know of no study where the main focus is on detection and 

segmentation of organic residue or biofilm contamination in institutional kitchens and 

restaurants.  

In this research, we use a new fluorescence imaging system developed by 

SafetySpect Inc (Grand Forks, ND) and two state-of-the-art deep learning algorithms, 

Xception, to identify video frames with contamination and then DeepLabv3+, to precisely 

segment and label the associated regions of contamination in the frame identified as 

contaminated. A portable fluorescence imaging system for "contamination, sanitization 

inspection, and disinfection" (CSI-D) has been developed by SafetySpect [112]. It provides 

mobility and flexibility for contamination identification and disinfection on surfaces in 

institutional kitchens and restaurants, even under bright ambient light. However, to tap the 

enormous potential of this technology for use in the food and food service industries, the 

fluorescence video or image frames produced by the system must be appropriately 

processed and interpreted. An automated method for analyzing these video frames and 

detecting contamination will make work easier for human inspectors. When the CSI-D 

detects contamination missed during cleaning, its UVC germicidal illumination can be used 

to disinfect the missed area. CSI-D is not intended to provide primary sanitization but can 

disinfect small areas missed during cleaning. We used several bacterial strains to evaluate 

the efficacy of the CSI-D system's disinfection performance. We characterized the killing 

percentage based on a range of UVC dosages applied to multiple strains of S. enterica, 

E. coli, and L. monocytogenes. We designed this part of the study to evaluate the 

effectiveness of this additional safety barrier during food processing. 
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4.3. Methods 

4.3.1. Contamination detection and disinfection technology 

Much of the fluorescence in biofilms and food residues come from a limited number of 

organic compounds characterized by conjugated double bonds (alternating single and 

double bonds) that can fluoresce. Polyaromatic hydrocarbons, heterocyclic compounds, 

and several highly unsaturated aliphatic molecules comprise intrinsic fluorescent 

components [155, 156]. The CSI-D is a fast, convenient, and easy-to-use handheld 

automated imaging inspection device that offers mobility and flexibility for fluorescence-

based detection of intrinsic fluorophore residues on various surfaces [112]. CSI-D provides 

detection, disinfection, and documentation of contaminants on surfaces that might spread 

pathogens and cause disease. Novel aspects of the CSI-D solution include the 

combination of contamination identification and immediate remediation of the potential 

threat (bacteria, virus) using UVC light disinfection and image- or video-based 

documentation of this process to provide traceable evidence of disinfection. Its lighting 

module consists of 275-nm and 405-nm light-emitting diode (LED) arrays and a heatsink 

for heat dissipation from the LEDs and driver circuits. SafetySpect designed the CSI-D 

illumination system to ensure adequate illumination uniformity and intensity at the desired 

working distance (between 5 to 8 inches) for fluorescence detection and effective 

disinfection using the 275-nm LEDs for treatments of 2 to 5 seconds. Wireless 

communication enables remotely placed staff to supervise inspections in real-time and 

instantly respond to inspection concerns. Figure 4.1 shows the CSI-D device.  
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Figure 4.1. CSI-D device, Front view, and Rear view. 

 
4.3.2. Contamination detection data collection 

 
We collected data at six Edgewood long-term care facility (LTCF) institution kitchens 

in North Dakota and two restaurants in Los Angles, California, USA. Before data 

acquisition, we had detailed discussions with each facility manager to better understand 

their high-touch and high-risk areas, the cleaning methods used, and any perceived 

sanitization concerns. The CSI-D system was used to record videos from multiple high-

risk areas. We scanned all identified high-risk areas, such as trash bins, fridge door 

handles, cutting boards, and preparation tables. We captured the videos at 1024 × 768 

resolution and 24 frames per second (FPS). One hour and 35 minutes of video scans were 

used for further analysis.  

Figure 4.2A,B show examples of clean and contaminated surfaces. Since many 

materials fluoresce naturally, clean surfaces can show both green and red fluorescence. 

It is insufficient to simply look for different colors in the dual-band fluorescence images. 

What is important is to look for fluorescence differences in the image that are different 

from the background objects. Figure 4.2A, columns 4 and 5 show some fluorescence 

differences that follow the background object's shape and are not contamination. In Figure 

4.2B, we see fluorescence differences in the form of spray and splash patterns that are 
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clearly different from the background object fluorescence and are likely contamination. 

Depending on the excitation wavelength, fluorescing food components can include 

aromatic amino acids, vitamins A, E, B2, and B6, NADH coenzymes, phenolic compounds, 

chlorophylls, and porphyrins. Process-derived elements that also fluoresce consist of 

Maillard reaction products, food additives, and contaminants, including antibiotics, 

pesticide residues, mycotoxins and aflatoxins, and fecal contamination [155]. 

 

Figure 4.2. Fluorescence images captured by CSI-D. (A) CSI-D fluorescence images of 

surfaces without indications of contamination. (B) CSI-D fluorescence images of surfaces with 

indications of contamination. 

4.3.3. Contamination detection and segmentation 

 
We set out to accomplish two aims with our investigation. Using a DNN model, we 

initially sought to distinguish between images showing contamination on different surfaces 

(contamination) and those showing no contamination (clean). The precise locations of the 

contamination in the images we previously classified as contamination images were 

subsequently detected using a semantic segmentation approach. 

4.3.3.1. Contamination detection model architecture 

For the image classification aim, we used a state-of-the-art CNN model named 

Xception to classify the video frames recorded using the CSI-D device into two categories: 
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clean and contamination. Before feeding the data to the model, we extracted frames from 

videos. Selected frames showing contamination were labeled as contamination, while 

selected frames showing no contamination were labeled clean. 

The Xception model was developed by Google [157] by modifying modules of 

Inception [158] with depthwise separable convolutions (DSC). Xception's high-

performance architecture depends on two key components: DSC and residual 

connections between convolution blocks. Using DSC increases representational efficiency 

while generating fewer parameters than standard CNNs, reducing computational costs 

and memory requirements. Using residual connections [63] addresses the vanishing 

gradient problem [159] common in very deep networks, which causes architecture 

performance to saturate or degrade.  

The backbone of Xception's feature extraction is its 36 convolutional layers. These 

layers are divided into 14 modules connected by linear residual connections, except for 

the first and last modules. The network performs channel-wise pooling or cross-channel 

downsampling with each residual 1×1 convolution layer block [132]. The 1×1 convolution 

layer acts as a projection layer, aggregating information across channels and reducing 

dimensionality. This layer reduces the number of filters while adding non-linearity and 

retaining crucial, feature-related information. In the Xception architecture, the 1×1 

convolution layer has a stride of 2×2, reducing the feature map size in the residual path to 

match it with the feature map size of the max pooling layer.  

Figure 4.3 shows the Xception model's architecture, where the data enters the input 

flow, then passes to the middle flow for eight iterations, and finally, the exit flow. All 

convolution and SeparableConvolution layers are followed by batch normalization and a 

Rectified Linear Unit (ReLU) activation function [129, 160]. The batch normalization can 

stabilize the learning process and significantly reduce the number of training epochs 

needed by reducing the internal covariate shift when training a deep learning model [129]. 

The default input image size for Xception is (299, 299, 3), and the images will pass through 
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the entry flow. 

 

Figure 4.3. The architectures of Xception model (Conv stands for convolutional layer). 

 

The entry flow comprises four modules, including one module of convolutional layers 

and three modules of SeparableConvolution layers. The first module comprises a layer of 

32 filters with a kernel size of 3×3 and a stride of 2×2, and a layer of 64 filters with a kernel 

size of 3×3. For the other three entry flow modules, each has two SeparableConvolution 

layers and one max-pooling layer. The filter sizes in these three modules are 128, 256, 

and 728, used in that order. The kernel sizes are 3×3, and the strides are 2×2. The input 

image dimensions change from 299×299×3 on entry to 19×19×728 on exit from the entry 

flow.  

The feature maps then pass to the middle flow, consisting of eight repeated modules, 

each of which includes three SeparableConvolution layers with a filter size of 728 and a 

kernel size of 3×3. The middle flow mainly learns the correlations and optimizes the 

features after the feature spatial dimensions are reduced in the entry flow.  

In the final stage, the feature maps proceed to the exit flow consisting of two modules, 

a residual block and a non-residual block. The residual block consists of two 

SeparableConvolution layers, with filter sizes of 728 and 1024 used in that order, followed 

by a max-pooling layer to reduce the dimensions of the feature maps. The non-residual 

block also comprises two SeparableConvolution layers, with filter sizes of 1536 and 2048 

used in that order. However, instead of using a max-pooling layer, the two 

SeparableConvolution layers are followed by a global average pooling layer that can 

minimize model overfitting by reducing the final number of parameters in the model. The 
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model will use these final 2048 features for classification. Since the first aim of this study 

is to classify frames as Clean or Contamination, a binary classification task, we used a 

sigmoid function as the activation function for the output layer of the model. The sigmoid 

function is a nonlinear activation function that squashes all values to a range between 0 

and 1, providing the probability of belonging to either the Clean or Contamination classes. 

We selected binary cross-entropy as the model loss function due to our task's binary 

nature. The cross-entropy loss between the predicted and actual labels is calculated using 

the binary cross-entropy method, and the results can be either 0 or 1. The cross-entropy 

loss will increase if the predicted labels deviate from the actual ones. The binary cross-

entropy loss is defined as follows: 

    ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐿𝑜𝑠𝑠 = ⁡−
1

𝑁
∑ 𝑦𝑖 ⁡× log(𝑝(𝑦𝑖) + (1 − 𝑦𝑖) × log(1 − 𝑝(𝑦𝑖)))
𝑁
𝑖=1 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (4.1) 

Where N denotes the training samples size, 𝑦𝑖 is the actual label, 𝑝(𝑦𝑖) represents the 

predicted probability of class 1 (Contamination) and 1 − 𝑝(𝑦𝑖) denotes the predicted 

probability of class 0 (Clean).  

After defining the loss function, the model needs an optimization algorithm to enhance 

the model performance by changing the model weights and learning rate while minimizing 

overall loss. We employed the Adam optimizer [133], a stochastic gradient descent 

approach that estimates the first- and second-order moments to calculate individual 

adaptive learning rates for different parameters. Adam is computationally efficient, has low 

memory demand, is invariant to diagonal rescaling of gradients, and is useful for problems 

with big data and parameters. 

4.3.3.2. Contamination segmentation model architecture 

Accurate segmentation of contaminated areas on a range of different surfaces is very 

important because just identifying contamination frames using the method described 

above does not necessarily result in finding all the contamination. Contaminated areas 

can be spread sporadically across the surface, and it can be challenging to identify every 
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single area of contamination in the field of view. Organic residue and biofilms may also 

contaminate minute areas on a surface, making it difficult to detect even when 

contamination is identified in a video frame during an inspection procedure. This difficulty 

is why we focused on the segmentation of contaminated regions in the video frames 

already identified as contamination as the second aim of this study.  

Segmenting and pseudo-coloring contaminated regions can make it easier for 

inspectors to identify and not overlook any contamination. The many different types of 

objects and surfaces in restaurants and kitchens can produce different background 

fluorescence and reflections. There may be many varying kinds of contamination present 

at the same time, so the combination of these can make it likely that an inspector could 

miss some area of contamination during an inspection. Pseudo-coloring the 

contaminations—in our case, green for green fluorescence and red for red fluorescence—

can increase the inspector's discrimination of contamination during monitoring. An 

effective model that accurately segments contaminated regions for a range of surfaces in 

real-time needs to be developed. The segmentation of the contamination can also be 

helpful for both restaurant cleaning crews and new health inspectors learning to recognize 

potential contamination areas and understand how to address potential sources of 

contamination and avoid cross-contamination during their work. This knowledge can be 

beneficial for assessing and improving cleaning processes and sanitation standard 

operating procedures (SSOPs). 

In this research, instead of using traditional threshold-based algorithms to segment 

the contamination, we used a semantic segmentation method to conduct pixel-level 

classification for each frame to precisely segment contaminated regions on various 

surfaces. The first step requires pixel-level annotation to assign each pixel of a frame to a 

specific class. A deep CNN is then trained on the annotated data to classify clean, green 

fluorescent, and red fluorescent pixels. Later the trained model is tested on an unseen 

data test set to predict the pixel class. Since we are dealing with three classes in this 
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research, the segmentation task can be considered a multi-class pixel-wise classification. 

We used MATLAB image labeler to label each video frame pixel to create the semantic 

segmentation training and testing datasets. The MATLAB image labeler provides a swift 

and easy way to annotate images by drawing shapes that can be assigned region of 

interest (ROI) labels. Our study only segmented the contamination regions on the 

surfaces, and the remaining pixels were labeled as background. The ground-truth-labeled 

pixels were categorized as background, green fluorescent, and red fluorescent. A total of 

12,000 frames were labeled at pixel level by four image labelers under the supervision of 

two experts present throughout the data collection. 

To carry out the semantic segmentation task, we employed DeepLabv3+ [161], a 

state-of-the-art semantic segmentation algorithm designed by Google. Figure 4.4 shows 

how DeepLabv3+ is composed of an encoder and decoder architecture. The encoder can 

encode multi-scale contextual information, and the decoder module provides for a more 

precise and accurate recovery of object boundaries. The encoder section consisted of 

three key components: the ResNet architecture, Atrous convolutions, and Atrous Spatial 

Pyramid Pooling. The ResNet is used as the network backbone to extract the features. In 

this study, we used ResNet50. The Atrous convolution, also called dilated convolution, is 

a powerful approach in dense prediction applications. When using a deep CNN, Atrous 

convolution enables the model to fine-tune the resolution at which feature responses are 

generated. It also enables the model to efficiently expand the field of view of the filters to 

include more context without increasing the number of parameters and computing 

requirements. DeepLabv3+ also employs Atrous Spatial Pyramid Pooling (ASPP) applied 

on top of the extracted features from the backbone network. Parallel ASPP layers, with an 

increasing dilation rate, are used to aggregate multi-scale context, which can robustly 

segment objects while considering picture context at multiple scales. Since the 

contamination can be either a tiny or extensive area in this study, we used the default 

DeepLabv3+ dilation rate of 6. In order to acquire the final segmented mask for the input 
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image, the output of the ASPP layers is first concatenated and then fed through a 1×1 

convolution layer with 256 filters that generate rich semantic information.   

For the decoder section, the features generated by the encoder are bilinearly 

upsampled by a factor of four before being concatenated with the equivalent low-level 

features from the network backbone that have the same spatial resolution. A 1×1 

convolution layer is applied to the low-level features extracted by the backbone network 

to reduce the channel numbers and avoid outweighing the importance of the encoder 

features and making the training process more difficult. Finally, after concatenating the 

low-level features with the rich features from the encoder, a few 3×3 convolution layers 

are applied to achieve sharper segmentation, and then upsampling by a factor of 4 is 

performed to generate the final segmented image output. 

 

Figure 4.4. The architectures of DeepLabv3+ model. 

 

4.3.4. Bacteriological methods 

4.3.4.1. Strains 

Four strains each of Escherichia coli, Salmonella enterica subspecies enterica, and 

Listeria monocytogenes were selected for the study. E. coli strains included one non-
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pathogenic strain (ATCC 25922 (American Type Culture Collection, Manassas, VA)), one 

antimicrobial-susceptible strain with few virulence factors, and two pathogenic strains (one 

O157:H7 strain and one multi-drug resistant strain). Salmonella strains representing four 

serotypes were selected: Enteritidis, Infantis, Typhimurium LT2, and Heidelberg. To 

represent L. monocytogenes, strains from serotypes 1/2a and 1/2b were selected, along 

with two hypervirulent serotype 4b strains. 

4.3.4.2. Culture Methods 

Bacterial strains were streaked from frozen biomass onto selective agar and confirmed 

by transferring isolate biomass onto a panel of selective agars. E. coli was streaked on 

MacConkey agar (BD, Franklin Lakes, NJ) and confirmed on MacConkey agar, 

MacConkey agar with sorbitol, Simmons Citrate agar, and L-agar (Lennox LB Broth base 

with 1.5% agar; Neogen, Lansing, MI); plates were incubated at 37°C for 18-24 h. 

Salmonella strains were streaked onto XLT4 agar (XLT4 agar base and supplement, 

Neogen), incubated at 37°C, and scored at 24 h and 48 h. Isolates were confirmed on 

XLT4, Brilliant Green, and Lennox LB agars (Neogen), which were incubated for 18-24 h 

at 37°C. L. monocytogenes strains were streaked on Modified Oxford agar ("MOX", 

Neogen) and incubated for 48 h at 37°C, with plates scored at 24 h and 48 h. Isolates 

were confirmed on MOX, Palcam (BD), an L. monocytogenes chromogenic agar (R&F 

products, Downers Grove, IL), and tryptic soy agar with yeast extract ("TSA-YE"; tryptic 

soy broth with 1.5% agar and 0.6% yeast extract; Neogen), and incubated for 24 h at 

37°C.   

For E. coli and Salmonella, biomass from L-agar (< 7 days old) was transferred to L-

broth (10 mL) and incubated at 37°C overnight (18-24h). For L. monocytogenes, tryptic 

soy broth (10 mL) was inoculated with biomass from TSA-YE and incubated at 37°C for 

48 h, with the tube caps loosened. 
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4.3.4.3. Disinfection 

Within 1-1.5 hours prior to UVC exposure, broth cultures were serially diluted in 1X 

Phosphate Buffered Saline, pH 7.4 (Gibco Laboratories, Gaithersburg, MD), and 100 µL 

of two consecutive dilutions were manually spread plated onto agar plates. For E. coli and 

Salmonella, 1:105 and 1:106 dilutions were plated onto L-agar. For L. monocytogenes, 

1:104 and 1:105 dilutions were plated onto TSA-YE. Four replicates per set of 

experimental conditions were plated, along with four control plates per strain. Initial S. 

enterica concentrations were 1.7 x 108 – 1.0 x 109, initial E. coli concentrations were 4.6 x 

108 – 8.1 x 108, and initial L. monocytogenes concentrations were 2.2 x 107 – 5.3 x 107. 

Inoculated agar plates were exposed to UVC at two intensities (10 mW/cm2 or 5 

mW/cm2), for durations of 1s, 3s, or 5s. The distance of the light from the agar was 12 cm 

for the high-intensity samples and 20 cm for low-intensity samples. To ensure colonies 

would not be too large or crowded to count the next day, all plates were incubated first at 

room temperature for 2-3 hours, and then at 37°C for 18-20 h for E. coli and S. enterica, 

and at 37°C for 48 h for L. monocytogenes, scoring at 24 h and 48 h. Colony counts were 

performed manually. Experiments were conducted on three separate days, each focusing 

on one species. 

4.3.5. Contamination detection system setup 

To implement the models for classification and segmentation, we used the Keras 

framework as a high-level API for neural network development. We used a Tensorflow-

GPU v2.7.0 backend on a GPU-enabled workstation with an NVIDIA GeForce RTXTM 

3090 with 24GB of G6X memory. We used the Windows 10 operating system.  

4.4. Results 

4.4.1. Model performance for identification between clean and 

contamination frames 

A total of 72,381 frames were used for clean and contamination classification, 

comprising 35,858 clean frames and 36,523 contamination frames, and used two 
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approaches for evaluation. First, we randomly chose 70% of the frames for training and 

20% to validate the model for each epoch, holding out the remaining 10% of the frames to 

test the model performance. Secondly, we used leave-one-out cross-validation (LOOCV), 

but applied it to the facility level rather than the image frame level. From eight institutional 

kitchens and restaurants, we trained and validated our model on seven facilities, tested it 

on one facility, and iterated this eight times. Each facility was part of training, validation, 

and testing, so we could evaluate how well the model could generalize when facing a new 

facility and environment.  

The model was trained and validated over 100 epochs, choosing binary cross-entropy 

as the loss function and Adam as the model optimizer, with a learning rate of 0.0001. The 

model batch size, or the number of frames utilized in one iteration during the training 

process, was set to 32.  

We evaluated the model performance using six metrics: accuracy, precision, recall, F-

score, and area under the curve (AUC). The first five metrics are described in equations 

(4.2) and (4.3) below: 

Accuracy = ⁡
(TP+TN)

(TP+TN+FP+FN)
, Precision = ⁡

TP

TP+FP
, Recall = ⁡

TP

TP+FN
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (4.2) 

⁡⁡⁡⁡Specificity = ⁡
TN

TN+FP
,⁡⁡⁡⁡Fscore = 2 ×

Precision×Recall

Precision+Recall
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (4.3)

Here TP, TN, FP, and FN represent true positive, true negative, false positive, and 

false negative, respectively. The accuracy shows how accurate the model is at 

differentiating clean and contamination frames. The precision shows what proportion of 

the positive samples (in our case, contamination) were identified correctly. The recall or 

sensitivity is the number of the true predicted positives divided by the total number of true 

positives and false-negative predictions and indicates the proportion of actual positive 

observations (contamination class) that were detected correctly. F-score is a harmonic 

mean of precision and recall used to evaluate model performance. We used the area 

under the curve (AUC) of the receiver operating characteristic (ROC) to assess the 
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model's ability to differentiate between clean and contamination classes. 

We trained and validated the model over 100 epochs and monitored accuracy and 

loss, as shown in Figure 4.5A,B. We then applied the model to the test set. The Xception 

model achieved an accuracy of 98.78%, precision of 99.12%, recall of 98.47%, specificity 

of 98.44%, F-score of 98.80%, and AUC of 99.91%. Figure 5C shows the confusion matrix 

representing the model's classification performance. 

Table 4.1 shows the results of the LOOCV approach, where each time, we removed 

one facility from the training process, trained the model on the seven remaining facilities, 

and then tested it on the removed facility. As expected, the lowest performances resulted 

when we removed either of the two facilities with the most frames (Facility No. 6 or 7). By 

withholding facility no. 6, 20,526 frames (28.35% of the total frames) were removed from 

training and validation, and similarly, by withholding facility no. 7, 17,527 frames (24.21% 

of the total frames) were removed from training and validation. The drop in performance 

from removing these facilities with relatively large numbers of frames shows that they 

contained meaningful information. These could include the facility architecture, ambient 

light, variety of the background, and a greater variety of contamination patterns, which can 

help the model learn more robustly. 
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Figure 4.5. Performance of the Xception model (clean vs. contamination frames). (A) Xception 

model accuracy during training and validation. (B) Xception model loss during training and 

validation. (C) Xception model confusion matrix when applied to the test set.  
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Table 4.1. The Xception model performance for differentiation between clean and 
contamination frames using the LOOCV approach. 

Facility 
No. 

No. of 
“Clean” 
Frames 

No. of 
“Contamination” 

Frames 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

Specificity 
(%) 

F-score 
(%) 

AUC  

1 708 3,242 93.30 97.71 94.13 89.27 95.89 0.9802 

2 1,585 7,207 92.88 97.92 93.30 90.98 95.55 0.9766 

3 2,740 1,815 91.17 93.75 83.42 96.31 88.28 0.9339 

4 3,893 2,574 92.14 88.15 92.74 91.75 90.38 0.9617 

5 2,679 2,320 95.87 95.36 95.77 95.97 95.57 0.9924 

6 11,897 8,629 86.51 86.64 80.29 91.02 83.34 0.9092 

7 11,041 6,486 87.13 78.65 89.70 85.62 83.76 0.9129 

8 1,315 4,250 90.64 92.95 94.94 76.73 92.97 0.9535 

 35,858 36,523 91.20 91.39 90.53 89.70 90.71 0.9525 

 
4.4.2. Model performance for image segmentation of contamination 

We used the DeepLabv3+ semantic segmentation model to identify precise areas of 

contamination on a variety of surfaces in 12,000 image frames that had been annotated 

for contamination by four experts. We used 70% of the data for training, 20% for validation, 

and 10% for testing, over 100 epochs. Since the task is a multi-class pixel-wise 

classification (background, green fluorescence, and red fluorescence), we chose 

categorical cross-entropy for the model loss function. We used Adam (learning rate of 

0.0001) for the model optimizer and a batch size of 32.  

To evaluate the DeepLabv3+ performance, we used the same metrics as for 

classification evaluation. However, we employed a different metric to evaluate the 

segmentation performance, replacing accuracy with intersection over union (IoU). Since 

contamination is often a tiny part of the image, accuracy is commonly greater than 99%, 

making it less suitable for evaluating performance. IoU, also known as the Jaccard index, 

quantifies the percentage overlap between the regions annotated by human experts 

(ground truth) and the model prediction. The following equation defines IoU: 
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IoU = ⁡
TP

(TP+FP+FN)
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡                          (4.4)

Equation (4) shows how we also used false positive rate (FPR) and false-negative rate 

(FNR) to evaluate the segmentation model performance.  

⁡⁡FPR = ⁡
FP

(FP+TN)
⁡,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡FNR = ⁡

FN

(FN+TP)
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (4.5)

The model was able to segment contamination on multiple surfaces into background, 

green-fluorescence, and red-fluorescence classes, with a mean IoU of 95.13%. 

Background IoU was 99.65%, green-fluorescence IoU 92.57%, and red-fluorescence IoU 

93.18%. The model segmented contamination with 98.99% precision, 99.89% recall, 

99.95% specificity, 99.89% F-score, 0.05% FPR, and 0.11% FNR.  

A visual representation of how accurately our model could segment the red and green 

fluorescence contaminations on different surfaces shows example images from our test 

set selected randomly from six types of surfaces (Figure 4.6). CSI-D fluorescence image 

frames are shown in the first row, segmentation by the model in the second row, and 

segmentation by our human experts (ground truth) in the last row. 

Comparing ground truth with model output shows that the model accurately segments 

green and red fluorescence from contamination on various surfaces, including a cabinet 

door, cup rack, kitchen range, microwave oven, counter-top, and toilet seat. The images 

show that the model can address contamination in the form of tiny droplets, sprays, 

splashes, and larger areas like spills or smears. They also show that the model can detect 

green fluorescence, red fluorescence, or red-green combinations. 
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Figure 4.6. DeepLabv3+ model performance on selected test set video frames. (A) CSI-D 

fluorescence image frames input to DeepLabv3+. (B) DeepLabv3+ segmented image output. (C) 

Same images segmented and labeled by human experts. 

4.4.3. Bacterial disinfection 

When plated cultures of the four strains of E. coli were subjected to high-intensity (10 

mW/cm2) UVC for 1, 3, or 5s, complete growth inactivation was observed. Similarly, 

complete inactivation was observed for all strains exposed to lower intensity (5 mW/cm2) 

UVC for 3s and 5s. Some growth was observed for two strains exposed to the low-intensity 

UVC for 1s; however, this treatment reduced the final colony count by 90-99%.  

Similar results were observed when S. enterica was exposed to UVC. Growth was 

completely inactivated when the Enteriditis strain was subjected to UVC under all 

conditions. As with the E. coli, the growth of the other three S. enterica serovars was 

completely inactivated under all intensity/time combinations except when exposed to low-

intensity UVC for 1s.  

Complete growth inactivation was also observed for L. monocytogenes strains 

subjected to high-intensity UVC at all exposure durations except for strain LM3, where 

growth was reduced by 2.3 Logs (>99%) after 1s. As with the S. enterica and E. coli 

strains, at the low UVC intensity, L. monocytogenes growth was completely inactivated 
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when exposure was 3 or 5s, but some cells grew after the 1s exposure. Additional strain 

details and treatment results can be found in the following tables. 

Table 4.2. Concentrations and Log reductions of E. coli after cultures were exposed to UVC 

illumination (5 or 10 mW/cm2) for 1, 3, or 5s (NTS = non-type-specific; ST = Strain Type; MDR = 

multi-drug resistant). 

Strain ID Strain Notes Intensity, mW/cm2 Exposure Duration (s) Mean CFU/mL Log Reduction  

EC1 ATCC 92522  0 0 5.50E+08 0.00 

EC1 ATCC 92522  10 1 0.00E+00 8.00 

EC1 ATCC 92522  10 3 0.00E+00 8.00 

EC1 ATCC 92522  10 5 0.00E+00 8.00 

EC1 ATCC 92522  5 1 0.00E+00 8.00 

EC1 ATCC 92522  5 3 0.00E+00 8.00 

EC1 ATCC 92522  5 5 0.00E+00 8.00 

EC2 O157:H7 0 0 4.55E+08 0.00 

EC2 O157:H7 10 1 0.00E+00 8.00 

EC2 O157:H7 10 3 0.00E+00 8.00 

EC2 O157:H7 10 5 0.00E+00 8.00 

EC2 O157:H7 5 1 0.00E+00 8.00 

EC2 O157:H7 5 3 0.00E+00 8.00 

EC2 O157:H7 5 5 0.00E+00 8.00 

EC3 NTS, Susceptible 0 0 8.05E+08 0.00 

EC3 NTS, Susceptible 10 1 0.00E+00 8.00 

EC3 NTS, Susceptible 10 3 0.00E+00 8.00 

EC3 NTS, Susceptible 10 5 0.00E+00 8.00 

EC3 NTS, Susceptible 5 1 1.25E+07 1.81 

EC3 NTS, Susceptible 5 3 0.00E+00 8.00 

EC3 NTS, Susceptible 5 5 0.00E+00 8.00 

EC4 ST457, MDR  0 0 5.78E+08 0.00 

EC4 ST457, MDR  10 1 0.00E+00 8.00 

EC4 ST457, MDR  10 3 0.00E+00 8.00 

EC4 ST457, MDR  10 5 0.00E+00 8.00 

EC4 ST457, MDR  5 1 1.00E+07 1.76 

EC4 ST457, MDR  5 3 0.00E+00 8.00 

EC4 ST457, MDR  5 5 0.00E+00 8.00 
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Table 4.3. Concentrations and Log reductions of S. enterica subspecies enterica after cultures 

were exposed to UVC illumination (5 or 10 mW/cm2) for 1, 3, or 5s. 

Strain ID Serotype 
Intensity, 
mW/cm2 

Exposure Duration 
(s) 

Mean 
CFU/mL 

Log 
Reduction 

S1 Enteritidis 0 0 1.70E+08 0.00 

S1 Enteritidis 10 1 0.00E+00 8.00 

S1 Enteritidis 10 3 0.00E+00 8.00 

S1 Enteritidis 10 5 0.00E+00 8.00 

S1 Enteritidis 5 1 0.00E+00 8.00 

S1 Enteritidis 5 3 0.00E+00 8.00 

S1 Enteritidis 5 5 0.00E+00 8.00 

S2 Infantis 0 0 7.88E+08 0.00 

S2 Infantis 10 1 0.00E+00 8.00 

S2 Infantis 10 3 0.00E+00 8.00 

S2 Infantis 10 5 0.00E+00 8.00 

S2 Infantis 5 1 2.53E+07 1.49 

S2 Infantis 5 3 0.00E+00 8.00 

S2 Infantis 5 5 0.00E+00 8.00 

S3 Typhimurium LT2 0 0 6.53E+08 0.00 

S3 Typhimurium LT2 10 1 0.00E+00 8.00 

S3 Typhimurium LT2 10 3 0.00E+00 8.00 

S3 Typhimurium LT2 10 5 0.00E+00 8.00 

S3 Typhimurium LT2 5 1 5.00E+06 2.12 

S3 Typhimurium LT2 5 3 0.00E+00 8.00 

S3 Typhimurium LT2 5 5 0.00E+00 8.00 

S4 Heidelberg 0 0 1.03E+09 0.00 

S4 Heidelberg 10 1 0.00E+00 9.00 

S4 Heidelberg 10 3 0.00E+00 9.00 

S4 Heidelberg 10 5 0.00E+00 9.00 

S4 Heidelberg 5 1 1.25E+07 1.91 

S4 Heidelberg 5 3 0.00E+00 9.00 

S4 Heidelberg 5 5 0.00E+00 9.00 

 

Table 4.4. Concentrations and Log reductions of L. monocytogenes after cultures were exposed to UVC 

illumination (5 or 10 mW/cm2) for 1, 3, or 5s (CC = clonal complex). 

Strain ID Serotype Intensity, mW/cm2 Exposure Duration (s) Mean CFU/mL Log Reduction  

LM1 1/2a 0 0 2.20E+07 0.00 

LM1 1/2a 10 1 0.00E+00 7.00 

LM1 1/2a 10 3 0.00E+00 7.00 

LM1 1/2a 10 5 0.00E+00 7.00 

LM1 1/2a 5 1 2.00E+06 1.04 

LM1 1/2a 5 3 0.00E+00 7.00 

LM1 1/2a 5 5 0.00E+00 7.00 
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LM2 4b, CC4 0 0 5.33E+07 7.00 

LM2 4b, CC4 10 1 0.00E+00 7.00 

LM2 4b, CC4 10 3 0.00E+00 7.00 

LM2 4b, CC4 10 5 0.00E+00 7.00 

LM2 4b, CC4 5 1 5.75E+06 0.97 

LM2 4b, CC4 5 3 0.00E+00 7.00 

LM2 4b, CC4 5 5 0.00E+00 7.00 

LM3 1/2b 0 0 5.03E+07 0.00 

LM3 1/2b 10 1 2.50E+05 2.30 

LM3 1/2b 10 3 0.00E+00 7.00 

LM3 1/2b 10 5 0.00E+00 7.00 

LM3 1/2b 5 1 5.75E+06 0.94 

LM3 1/2b 5 3 0.00E+00 7.00 

LM3 1/2b 5 5 0.00E+00 7.00 

LM4 4b, CC6 0 0 3.63E+07 0.00 

LM4 4b, CC6 10 1 0.00E+00 7.00 

LM4 4b, CC6 10 3 0.00E+00 7.00 

LM4 4b, CC6 10 5 0.00E+00 7.00 

LM4 4b, CC6 5 1 6.00E+06 0.78 

LM4 4b, CC6 5 3 0.00E+00 7.00 

LM4 4b, CC6 5 5 0.00E+00 7.00 

 

4.5. Discussion  

Inspection of institutional kitchens and restaurants plays a critical role in preventing 

foodborne disease outbreaks. Visual inspection is the most common method for 

cleanliness assurance, although inspection results vary depending on the person 

performing the inspection's food safety knowledge, hygiene, and diligence39. Because 

contamination may not be perceptible or due to location, low concentration, or interference 

by surface reflections, the inspecting person misses some areas of contamination (false 

negative) or identifies some areas as contaminated that are not (false positive). This study 

aims to improve cleanliness assurance in institutional kitchens and restaurants by 

combining new imaging technology and state-of-the-art deep learning algorithms. For 

accurate, reliable, and speedy inspections, automated analysis of potential contamination 

is needed, and we have shown that deep learning-based models can swiftly identify 

contamination using a portable handheld scanning technology.  
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Using CSI-D to identify contamination in institutional kitchens and restaurants allows 

fast detection and immediate response to clean contaminated areas. In addition to visual 

inspection, swab-based methods such as adenosine triphosphate (ATP) testing are the 

most frequent scientific methods used to ensure environmental cleanliness in institutional 

kitchens and restaurants40. CSI-D can complement swab-based methods by providing 

guidance on where to swab, thereby increasing swab analysis efficiency and reducing 

costs and production downtime waiting for cleanliness assessment. Since CSI-D is a 

handheld device with automated contamination detection, it can substantially decrease 

person-hours and costs required for sanitization inspection.  

CSI-D technology can also be used to train inexperienced health inspectors (and 

managers) to identify and locate contamination that is less visible to the eye during visual 

inspections. It is extremely important for managers to know these patterns as well so that 

cleaning and sanitation are done in the most efficient and effective manner. Identification 

of contamination on surfaces with a variety of colors or background textures can be tricky, 

even with fluorescence-based imaging. Sometimes the contaminated area can be a tiny 

area on a big surface or many contaminated spots across multiple views, which can 

increase risk. Materials fluoresce to varying degrees, so just looking for something glowing 

is insufficient; an observer must consider how the fluorescence pattern differs from the 

background. With deep learning and an effective and reliable detection model, CSI-D 

provides a precise and consistent method for detecting contamination, making the 

inspection process faster and more effective.  

Protection from contamination for inspectors and staff while addressing sanitization 

issues is the goal of the CSI-D's disinfection capability. E. coli, S. enterica, and L. 

monocytogenes are diverse species, and the strains tested in this study may not represent 

the range of within-species responses to UVC exposure. However, under laboratory-

based conditions in this study, the UVC system is highly effective for inactivating these 

common foodborne pathogens. More work is needed to explore environments (matrices, 
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densities, mixed populations, etc.) where food production and preparation systems 

encounter bacteria, and the appropriate UVC intensity/time combinations required to 

inactivate them. 

 

4.6. Conclusion  

This study presents a fluorescence-imaging technology combined with deep learning 

algorithms to capture images, identify video frames with contamination, segment the 

contamination in identified video frames, and disinfect organic-based residue and biofilms. 

We used CSI-D, a handheld fluorescence imaging device (SafetySpect Inc), to collect data 

from eight institutional kitchens and restaurants. To classify "clean" and "contamination" 

frames, we used a state-of-the-art deep convolutional neural network architecture, 

Xception. Classification results for 72,381 "clean" and "contamination" frames yielded a 

98.78% accuracy. To precisely segment contamination, we used a semantic segmentation 

algorithm, DeepLabv3+, on 12,000 "contamination" frames achieving an IoU score of 

89.34%. We verified the CSI-D's UVC disinfection ability on three foodborne illness-

associated pathogens, including S. enterica, E. coli, and L. monocytogenes. All were 

deactivated in less than 5 seconds after being exposed to UVC illumination from the CSI-

D, achieving log reductions of up to 8.0 for active bacteria.  

We have demonstrated that fluorescence-imaging technology combined with deep 

learning algorithms can improve the level of safety and cleanliness, protecting staff and 

customers of companies and institutions in the food-service industry. 



74 

 

 

CHAPTER 5. 
 

FEDERATED LEARNING FOR CLIENTS’ DATA PRIVACY 
ASSURANCE IN FOOD INDUSTRY 

 
5.1. Summary 

Background: The food service industry faces the challenge of ensuring that service 

facilities are clean and free of foodborne pathogens hosted by organic residues and 

biofilms. Such contamination can lead to foodborne diseases, putting customers at risk 

and compromising the reputations of service providers. New fluorescence technology 

empowered by state-of-the-art artificial intelligence algorithms may address this issue. 

However, using such advanced technologies raises concerns about data privacy and 

possible leakage of service providers’ sensitive information. Methods: In this study, we 

employed federated learning, a decentralized privacy-preserving technology, to address 

client data privacy issues. By using federated learning, there is no need for data sharing 

across clients or data centralization on a server. We used a new fluorescence imaging 

technology with two deep learning models, MobileNetv3 and DeepLabv3+, to identify and 

segment the contaminated areas on different equipment and surfaces. We used FedML 

as our federated learning framework and Fedavg as the aggregation algorithm. The model 

was trained and validated on data from eight clients and tested on two new clients' data. 

Results: The model achieved 95.83% and 94.94% accuracies (F-scores of 96.15% and 

95.61%) for classification between clean and contamination frames for the data from the 

two new clients and resulted in intersection over union (IoU) scores of 91.23% and 89.45% 

for segmentation of the contaminated areas. Conclusions: The results demonstrated that 

using federated learning combined with fluorescence imaging and deep learning 

algorithms can improve safety and cleanliness assurance while assuring client data 

privacy.  
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5.2. Background 

Foodborne illness contributes significantly to morbidity and mortality as a public health 

issue. In 2010, contaminated food caused around 600 million cases of foodborne disease 

and 420 thousand fatalities worldwide [103]. According to the US Centers for Disease 

Control and Prevention (CDC), approximately 48 million Americans are sickened each 

year, 128,000 are hospitalized, and 3000 people are killed by foodborne illnesses [2, 3]. 

According to the CDC, restaurants and institutional kitchens are the places with the most 

foodborne disease-associated outbreaks [162]. Since restaurants usually handle a broad 

range of raw foods, the risk of cross-contamination leading to outbreaks of foodborne 

disease grows significantly. Cross-contamination in restaurants during the food 

preparation phases can be caused by inadequate hygiene and sanitization methods and 

contaminated equipment and surfaces.  

Bacteria can adhere to food-contact surfaces, facilitated by the formation of protective 

film coatings from organic components and nutrients that can impede the sanitization of 

these surfaces [163, 164]. Contamination detection in restaurants and institutional 

kitchens is primarily limited to visual examination during the inspection. Another way of 

testing is swabbing food contact surfaces for Adenosine Triphosphate (ATP) testing or for 

laboratory culture [147]. In many cases, the visual inspection method becomes insufficient 

because the contaminated areas are invisible to the naked eye. When it comes to testing 

large surfaces, swabs are not the best option. They can be time-consuming and costly 

since they can only contact a tiny fraction of the surface, even if swabbed back and forth.  

Newer developments in imaging technology and machine learning (ML), especially 

deep learning algorithms, have been proposed to improve food safety and surface 

cleanliness. The authors of [165] proposed a system for the early detection of apple 

bruises using hyperspectral imaging (HSI) with shortwave infrared (SWIR) illumination and 

a line-scan camera combined with a partial least squares discriminant analysis (PLS-DA) 
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classifier. In [166], real-time detection of parasites in shell-off cooked clams using 

transillumination imaging and binary decision trees was proposed. A method for detecting 

the neurotoxin acrylamide in potato chips was suggested by [167], using an SVM classifier 

on spatial domain statistical features extracted from images. The authors of [168] 

proposed foreign object detection (FOD) in meat products using a sequential deep-

learning framework. In [169], a three-level classification of cleanliness in restrooms as 

dirty, average, and clean using deep convolutional neural networks (CNN) was proposed. 

In a previous research project, our group combined two deep learning algorithms 

(EfficientNet-B0 and U-Net) with fluorescence imaging to automatically identify and 

segment fecal contamination on meat carcasses [152]. In other work, we used Xception 

and DeepLabV3+ deep learning algorithms with multiwavelength fluorescence imaging to 

identify and segment contaminated areas in images of equipment and surfaces in the 

food-service industry [170].  

ML models, generally, and deep learning algorithms specifically, need vast and 

diversified sets of training data to achieve accurate and reliable performance. These 

datasets are usually collected from multiple devices, such as cameras, sensors, cell 

phones, etc., at the interface or edge between the real world and the abstract world of 

data. The data from these "edge" devices are then brought together on a central server or 

storage system. The ML models use this data to train themselves and eventually predict 

the outcomes for new data. However, these centralized methods can be troublesome if 

the collected data contain sensitive information or the centralization is too costly. 

Centralized data collection may create privacy issues for people and liability problems for 

corporations if data is not handled correctly. Since people are increasingly concerned 

about data privacy and security, governments and organizations have begun enforcing 

legislation to safeguard personal information [171-173]. 

Since the most frequent sites of foodborne illness outbreaks are restaurants and 

institutional kitchens, sanitation and infection prevention in these facilities is vital. New 
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technologies like the SafetySpect sanitation inspection devices [112] can help restaurants 

and institutional kitchens keep their environment safer and improve their level of 

cleanliness. However, companies and institutions are concerned that using new 

technologies can increase privacy risks, and leaks of sensitive information (e.g., the 

presence of contamination in the kitchen or dining area) could jeopardize their reputation. 

There is a need to convince such organizations and facilities that their sensitive 

information and data will be safe and secure when participating in shared-data projects.  

New avenues for ML research have opened up with the advent of federated learning 

(FL) [84]. FL allows ML algorithms to learn from data without transferring data to a 

centralized server. FL lets the training data remain distributed on multiple client's devices 

while the ML models are downloaded and the models trained on the decentralized local 

data. The updated model parameters are then returned to the centralized server without 

transferring any of the client's raw data. FL allows several clients to work together to train 

an ML model without sharing any private data or sensitive information. In order to train the 

FL model, it is necessary to have a coordinating agent that is responsible for handling the 

information exchange [174]. FL spreads the computational power requirements across all 

clients while preserving client privacy and eliminating the cost of data transfer and storage 

needed with centralized processing. Each client's computational power is used to analyze 

their own data.  

The application of FL has recently gained attention in various "edge" device 

applications, such as in mobile devices for text prediction on virtual keyboards [175], 

improving the quality of search suggestions [176], and emoji suggestion based on the text 

typed on a keyboard [177]. Another notable application of FL is in the medical field, where 

data typically includes private and sensitive patient information that cannot be shared 

outside of an organization, limiting its use for public research. For example, in [178], the 

authors proposed a framework to investigate changes in the subcortical brain caused by 

neurological disorders. In [179], a heterogeneous FL method was proposed to train ML 
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models for electroencephalography data classification, and the effectiveness of FL for the 

identification of COVID-19 using chest X-ray images was investigated in [180]. FL has 

also been investigated in many other areas [181], but to our knowledge, there are no 

publications focusing on using FL in food safety and cleanliness assessment in the food 

service industry. In this study, we use a fluorescence-imaging technology combined with 

an FL-based deep learning model for the detection of contamination and image 

segmentation of the contamination in fluorescence images of a variety of food handling 

surfaces. Combining FL-based deep learning models with fluorescence imaging for 

contamination detection could improve the level of safety and cleanliness in institutional 

kitchens and restaurants while assuring the safety and privacy of client data.  

5.3. Methods  

5.3.1. Data Collection Technology 

A portable automated imaging inspection system for "contamination, sanitization 

inspection, and disinfection” (CSI-D) has been developed (SafetySpect Inc, Grand Forks, 

ND). This handheld system provides mobility and flexibility for fluorescence-based 

detection of organic residue, bacterial biofilms, saliva, and respiratory droplets on a variety 

of surfaces [112]. CSI-D is able to detect, disinfect, and document the presence of 

contamination on food preparation surfaces that might potentially harbor pathogens or 

disease organisms. The illumination of the CSI-D includes 270 nm and 405 nm light-

emitting diode (LED) arrays, programmed to rapidly turn on and off to allow image capture 

and removal of ambient light reflectance from fluorescence images of the surface. CSI-D 

uses two cameras for fluorescence imaging; an RGB camera to capture images of various 

organic residues and a UV camera to capture saliva and respiratory droplets as well as 

aromatic amino acids such as tryptophan and other residues. 
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5.3.2. Data Collection Technology  
 
We collected data from seven Edgewood LTCF kitchens in North Dakota, a kitchen 

facility that prepares meals and snacks for multiple public schools in Grand Forks, ND, 

and two restaurants in Los Angeles, CA. We discussed cleaning procedures, high-touch 

and high-risk locations, and any perceived sanitization problems with each facility 

manager prior to data collection. We used CSI-D to record videos from a variety of high-

risk regions, including doorknobs, garbage cans, oven and refrigerator door handles, 

chopping boards, and preparation tables. All videos were recorded at 1024 × 768 

resolution and 24 frames per second (FPS). We analyzed one hour and 58 minutes of 

video. 

In Figures 5.1 and 5.2, we have examples of kitchen equipment and other high-touch 

areas showing clean surfaces (Figure 5.1) and surfaces with contamination (Figure 5.2). 

Many materials both fluoresce and reflect ambient light that can be detected by the CSI-

D scanner. It is important to consider both the fluorescence and the differences between 

irregular fluorescence on a surface and regular fluorescence on that surface. The irregular 

patterns of fluorescence are more consistently associated with contamination. By looking 

for differences between patterns on a surface and patterns of a surface, we can identify 

the presence of contamination. 
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Figure 5.1. Six CSI-D fluorescence images of clean surfaces. 

 

Figure 5.2. Six CSI-D fluorescence images of contamination on different surfaces. 
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5.3.3. Federated Learning Architecture  

A standard FL system comprises a central server and multiple individual clients with 

their own raw datasets that are stored locally. The central server is responsible for 

coordinating the training by selecting a random set of clients, randomly initializing the 

model's global weights, broadcasting it to the clients, collecting and aggregating the 

updated weights received from the clients after training the model (local weights), and 

finally, sending the updated global model back to the clients for the next round of training. 

This process will be repeated until the model meets the criteria defined by the system 

owner. From the client viewpoint, they receive the global model broadcast by the server, 

and train this model for several epochs using locally stored data, then send the updated 

model back to the server for aggregation. Clients then wait to receive the updated global 

model for the next round of training. It is worth emphasizing that the clients only share the 

updated model weights with the server and that the server has no access to the client's 

private data. Figure 5.3 shows a concise illustration of an FL system. To implement an FL 

system, several algorithms and open-source frameworks have been proposed [94, 95, 98, 

101, 182-184]. In this study, we use the Federated Averaging (FedAvg) algorithm and 

FedML framework to implement our FL system. MobileNetV3 is used for the classification 

of the clean and contamination frames, and DeepLabv3+ for the precise segmentation of 

contaminated areas in each video frame.   

5.3.4. Federated Averaging (FedAvg) 

FedAvg [84] is the most common and well-known method used in the implementation 

of FL to aggregate the local weights coming from clients and update the global model on 

the server. Generally, FedAvg comprises four steps. In the first step, the global model is 

sent synchronously from the server to a randomly chosen subset of clients. Then each 

client, in parallel, performs the gradient descent steps during training on its local data and 

then updates the model with a determined learning rate, epoch number, and batch  
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Figure 5.3. A concise illustration of an FL system 

 

size, as shown in (5.1). After that, each client returns the updated model weights to the 

server. Finally, the server aggregates the client model weights (5.2) and updates the 

global model, sending it back to the clients for the next round. These four steps make one 

round of communication and are repeated several times until the global model converges. 

In each communication round, the FedAvg takes a weighted average of the weights from 

the local models based on the size of each client's local dataset. This means clients with 

more training data contribute more to the global model update. 

                          𝑤 ← 𝑤 − 𝜂𝛻(𝑤; 𝑏)                                                               (5.1) 

                                    ⁡⁡⁡𝑤𝑡+1 ← ∑
𝑛𝑘

𝑛
𝐾
𝑘=1 𝑤𝑡+1

𝑘                                                                  (5.2)                                                                                                                                                      

In (1), η is the local learning rate, w is the model weights, b is the local batch size, and 

() is the local loss function. In (5.2), K is the total number of selected clients, and k shows 

each client, n denotes the total number of data samples and  nk is the sample size of each 

client. Despite the simplicity of FedAvg, this algorithm has proven to be not only robust to 

unbalanced data that is not “independent and identically distributed” (non-IID) but also 
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able to decrease the frequency and the amount of data transferred to that server that is 

normally required for training a deep neural network model [88]. 

5.3.5. FedML 

Any problem being framed through a federated machine learning scenario will have 

several aspects in common. This characteristic allows developers to adopt an open-

source model to expand the capabilities of machine learning. One of the frameworks that 

enable deployments and research using FL is FedML [94]. FedML aims to address 

challenges in the space of algorithmic development by offering APIs for secure 

aggregation, communication, and benchmarking tools. 

FedML is designed with two layers of high-level and low-level APIs. Low-level APIs 

handle the establishment of secure communication between servers and clients. High-

level APIs enable the developer to handle model type and data manipulations. FedML's 

main goal is to provide an adequate platform that supports algorithm and development 

and has standard benchmarking tools. These benchmarking tools can serve as models 

for setting up benchmarking with additional model types. The FedML platform currently 

provides FedAvg, FedOpt, FedNova, and FedNAS as FL algorithms. However, the authors 

have built-in mechanisms to allow outside developers to add their own optimization 

algorithm and run standard tests on it. 

A federated learning environment has two aspects: infrastructure and 

training/aggregation. The infrastructure establishes secure communication across the 

nodes and handles the initiation of the training. The training and aggregation aspect is the 

part that usually requires more fine-tuning compared to the infrastructure. This is what 

motivated the development of FedML, where the design principle allows the developers 

to standardize benchmarking. A key feature of FedML is its support for a diverse set of 

topologies dictating how nodes can communicate with one another. The current version 

of FedML supports standalone simulation, distributed computation, topology 

customization, flexible and customizable message passing, and custom algorithm 
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implementation. In this study, we deployed the standalone simulation capabilities of 

FedML to study the training capabilities on fluorescence images of 10 clients. 

5.3.6. Contamination Classification 

To classify CSI-D recorded video frames into clean and contamination categories, we 

first selected video excerpts and converted them to frames that were labeled as clean and 

contamination. We then fed the labeled frames to a CNN model, MobileNetV3 [185], 

developed by Google, which is the next generation of the MobileNet family [125, 126, 128]. 

It uses a novel architecture and a mix of complementary search methods to provide high 

accuracy and a computationally efficient model for mobile computer vision tasks. There 

are two models of MobileNetV3, MobileNetV3-Small, and MobileNetV3-Large, 

respectively, designed for low or high resource usage needs. The architecture of these 

two models differs in terms of the number of blocks, expansion sizes, activation functions, 

etc. 

5.3.6.1. Classification Model Architecture 

MobileNetV3 depends on AutoML to identify the best feasible architecture in a search 

space for the given tasks. MnasNet [125] and NetAdapt [186] are used sequentially to 

exploit the search space more efficiently and discover and optimize the network 

architecture. MnasNet first uses reinforcement learning to identify the optimum global 

network structure by optimizing each network block, and then the NetAdapt algorithm tries 

to fine-tune the architecture by adjusting the number of filters per layer. Combining these 

two techniques can determine the best model for a specific hardware platform. 

MobileNetV3 also incorporates a squeeze-and-excitation block [127] into its core 

architecture to improve the network representational ability (emphasizing informative 

features and suppressing less helpful features) via adaptive channel-wise feature 

recalibration by explicitly modeling between the channels' interdependencies. 

MobileNetV3 uses an activation function called hard-swish, a modified version of the swish 

[130] activation function. Swish nonlinearity uses a sigmoid function, which is not 
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computationally efficient. Hard-swish replaces the sigmoid with its piece-wise linear hard 

analog, as shown in (5.3):  

                      ℎ𝑎𝑟𝑑‒ 𝑠𝑤𝑖𝑠ℎ[𝑥] = 𝑥
𝑅𝑒𝐿𝑈6(𝑥+3)

6
                                         (5.3) 

This replacement not only eliminates any numerical precision loss caused by various 

implementations of the approximate sigmoid but can also significantly minimize latency 

cost by reducing the number of memory accesses. In addition to the modifications 

mentioned above, some computationally expensive layers at the beginning and end of 

MobileNetV3 were redesigned to reduce the cost of feature generation while maintaining 

accuracy.   

To train the MobileNetV3 for classification between clean and contamination frames, 

we needed to choose a suitable loss function and optimizer. Since we are dealing with a 

binary classification task, binary cross-entropy (BCE) was chosen as the model loss 

function. Comparing predicted probability to actual class labels using BCE yields a result 

that is either 0 or 1. It then creates a score that penalizes the probability depending on the 

difference between the predicted and actual values. If the predicted value is far from the 

actual value, the BCE loss will be increased. Equation (5.4) shows the definition of BCE.  

                𝐿𝑜𝑠𝑠 = ⁡−
1

𝑁
∑ 𝑦𝑖 ⁡× log(𝑝(𝑦𝑖) + (1 − 𝑦𝑖) × log(1 − 𝑝(𝑦𝑖)))
𝑁
𝑖=1                   (5.4) 

Where N shows the training sample size, yi is the assigned label, p(yi ) shows the 

predicted probability of class 1 (Contamination), and 1-p(yi ) represents the predicted 

probability of class 0 (Clean). 

After the loss function is defined, the model requires an optimization algorithm to 

minimize the loss by changing the model weights and learning rate. We used the Adam 

(Adaptive Moment Estimation) optimizer [133] as a straightforward and computationally 

efficient approach for first-order gradient-based stochastic optimization. Adam estimates 

the first- and second-order moments to calculate individual adaptive learning rates for 

different parameters. Adam's mathematical expressions include: 
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𝑣𝑡 ← 𝛽1𝑣𝑡−1 + (1 − 𝛽1)𝑔𝑡                                             (5.5) 

                                       𝑠𝑡 ← 𝛽2𝑠𝑡−1 + (1 − 𝛽2)𝑔𝑡
2                                             (5.6) 

𝑔𝑡 ← ∇𝜃𝑓𝑡(𝜃𝑡−1)                                                     (5.7) 

𝑣𝑡 ←
𝑣𝑡

1−𝛽1
𝑡  ,    𝑠̂𝑡 ←

𝑠𝑡

1−𝛽2
𝑡                                                (5.8) 

𝜃𝑡 ← 𝜃𝑡−1 −
𝜂𝑣̂𝑡

√𝑠̂𝑡+𝜖
                                                     (5.9) 

Where gt is the gradient and step t, vt and s_t denote the exponential moving average 

of gt and gt
2, respectively. β1 and β2 are smoothing parameters, f() is the loss function to 

minimize, θ represents the parameter (weights), η shows the learning rate, and ϵ is a small 

number. 

5.3.7. Contamination Segmentation 

The precise segmentation of contaminated regions on a variety of surfaces is critical 

since identifying contamination video frames using a classification model does not 

necessarily lead to detecting all contaminated areas. There might be many tiny, 

contaminated spots strewn across a surface, making it difficult to recognize them all during 

a live inspection. Restaurants and kitchens usually contain many surfaces and objects 

that may create background fluorescence or reflection artifacts, making it more likely that 

inspectors overlook some regions of contamination during an inspection. Segmenting and 

pseudo-coloring contaminated regions can make it easier for inspectors to identify and not 

miss any contamination. This is why we focused on the segmentation of contaminated 

regions in video frames already classified as a contamination for the second goal of this 

study. 

5.3.7.1. Semantic Segmentation and Pixel-Level Annotation 

Instead of relying on threshold-based techniques, which are prone to error, we 

employed a semantic segmentation approach to perform accurate pixel-level classification 

in each frame classified as contamination. To categorize every pixel of a frame into a 

specific class (in our case, green fluorescence, red fluorescence, and background), pixel-
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level annotation is required. The annotated data is used to train a deep CNN to classify 

pixels, and the trained model can then be used to predict the probable class of pixels in 

unseen video frames (test set).   

MATLAB image labeler was used for annotating when building the semantic 

segmentation training and testing datasets. Images can be annotated quickly and easily 

by sketching shapes that can be assigned region of interest (ROI) labels. In MATLAB 

image labeler, a rectangle, line, polygon, and projected cuboid can be used to construct a 

ground truth annotation for a single image or a series of images. As mentioned above, we 

have three different classes, and all pixels need to be annotated accordingly. Four image 

labelers annotated a total of 17859 frames, supervised by two experts present throughout 

the data collection and another expert who provided review and training remotely. 

5.3.7.2. Semantic Segmentation Model Architecture 

To accomplish the semantic segmentation task, we used DeepLabv3+, a state-of-the-

art semantic segmentation algorithm developed by Google researchers [161]. The 

DeepLabv3+ architecture comprises an encoder and a decoder. Multi-scale contextual 

information from the image is encoded, and object boundaries are precisely and 

accurately recovered by the decoder module. The encoder comprises three essential 

components: ResNet, atrous convolution, and atrous spatial pyramid pooling. In this 

research, we employed ResNet50 as the network backbone to extract features. Atrous 

convolution is a helpful technique that enables the model to directly modify the resolution 

of features generated by deep convolutional neural networks and alter the filter's field of 

view to collect multi-scale information. The mathematical expression of atrous convolution 

is as follows: 

                                           𝑦[𝑖] = ∑ 𝑥[𝑖 + 𝑟. 𝑘]𝑤[𝑘]𝑘                                           (5.10) 

Where r is the atrous rate (by changing it, the field of view of the filters can be modified 

adaptively), w depicts the convolution filter, and i and k show the pixel locations. 

Atrous spatial pyramid pooling (ASPP), the other main module of DeepLabv3+, is used 
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to resample the features extracted from the model backbone at several rates before 

convolution. This is equivalent to scanning the original image with several filters, each with 

a complimentary effective field of view, in order to capture objects and valuable visual 

context at different scales. We chose the default DeepLabv3+ dilation rate of 6 since 

contamination might occur in a very small or very large region. The outputs of the ASPP 

are concatenated and pass through a 1×1 convolution layer with 256 filters that can 

generate rich semantic information.  

A bilinear upsampling factor of four is then applied to the encoder's features before 

passing them to the decoder section and concatenating them with low-level features from 

the backbone. The low-level features from the backbone network are subjected to a 1×1 

convolution layer that limits the number of channels to prevent outweighing the encoder 

features importance and complicating the training process. Once the low-level features 

and the encoder's rich features are combined, a few 3x3 convolution layers are used to 

improve the generated features, and finally, a bilinear upsampling by a factor of four is 

applied to generate the segmentation output. 

5.3.8. Experiment Setting 

To implement federated learning for the classification of clean and contamination 

frames, we used PyTorch v1.11.0. We resized all the images to (300, 300) for training and 

testing purposes. To implement FL for semantic segmentation, we used Tensorflow 

v2.2.0. Since semantic segmentation is computationally more expensive than 

classification, we resized all the images to (256, 256). The FL framework was trained and 

tested using eight NVIDIA Tesla V100 GPUs with 32GB RAM on a Red Hat Enterprise 

Linux Server 7.9 operating system. 

5.4. Results  

5.4.1. Federated Learning Model Classification Performance 

Performance testing of classification between the clean and contamination frames 
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using FL was carried out on data from ten clients (facilities), including 44,185 clean frames 

and 46,882 contamination frames. The Dataset description is shown in Table 5.1. We 

used data from eight initial clients (35,858 clean frames and 36,523 contamination frames) 

for training and validation of the model and data from two new clients (8,327 clean frames 

and 10,359 contamination frames) for the final testing. Data from the eight clients were 

randomly assigned to training (70%) and validation (30%) sets. The FedAvg algorithm 

requires that in each round, a subset of clients be selected for training the model and then 

evaluated on all clients before starting the next round. In this study, four out of eight clients 

were randomly chosen for the training subset for each of the 150 rounds.   

Table 5.1. Description of datasets. 

 No. of 
client

s 

No. of 
"Clean" 
frames 

No. of 
"Contamination" 

frames 

Total No. 
of frames 

Training/ 
Validatio

n 

1 708 3242 3950 

2 1585 7207 8792 

3 2740 1815 4555 

4 3893 2574 6467 

5 2679 2320 4999 

6 11897 8629 20526 

7 11041 6486 17527 

8 1315 4250 5565 

External 
Testing 

9 6354 7606 13960 

10 1973 2753 4726 

 

In each round, clients download the global model and train it on their local dataset over 

100 epochs, with a local batch size of 32, using binary cross-entropy as the model loss 

function. We used Adam as the model optimizer with a learning rate of 1e-5 and weight 

decay of 1e-6. Each client then returns the locally trained model to the server, the local 

models are aggregated using the FedAvg algorithm, and an updated global model is sent 

back to all clients. The updated global model is validated using each client's validation 

dataset before starting the next training round.  

The FL classification model was evaluated using the six metrics of accuracy, precision, 

recall, specificity, F-score, and area under the curve (AUC). The first five metrics are 
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defined as follows: 

                  Accuracy = ⁡
(TP+TN)

(TP+TN+FP+FN)
, Precision = ⁡

TP

TP+FP
, Recall = ⁡

TP

TP+FN
⁡⁡⁡⁡⁡⁡         (5.11) 

         Specificity = ⁡
TN

TN+FP
,⁡⁡⁡⁡Fscore = 2 ×

Precision×Recall

Precision+Recall
                          (5.12) 

Where TP, TN, FP, and FN show true positive, true negative, false positive, and false 

negative, respectively. In our case, TP shows correctly identified contamination frames, 

and TN shows clean frames. FP denotes the clean frame wrongly classified as 

contamination, and FN shows the contamination frame misclassified as clean.  

We trained and validated the FL classification model for 150 rounds, and the updated 

global model was validated using the clients' validation dataset. Figure 5.4 shows the 

model accuracy and loss for each round of communication. The accuracy and loss of each 

round are the average accuracies and average losses of all eight clients.  

After the model was trained and validated over 150 rounds, we tested it on two new 

clients. The FL model could identify clean and contamination frames with accuracies of 

95.84% (precision of 96.88%, recall of 95.44%, specificity of 96.32%, F-score of 96.15%), 

and 94.92% (precision of 96.11%, recall of 95.13%, specificity of 96.63%, F-score of 

95.62%) for clients 9 and 10, respectively. Figure 5.5 shows the FL model confusion matrix 

on the two new clients' datasets. The rows show the true label of clean and contamination 

frames, and the columns show the predicted labels. 
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Figure 5.4. (A) FL model accuracy during training and validation. (B) FL model loss during 
training and validation. 

 
 
 

 

Figure 5.5. FL model confusion matrix when applied to two new clients’ data 
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5.4.2. Federated Learning Model Segmentation Performance 

We employed DeepLabv3+ to perform FL semantic segmentation to precisely identify 

contamination areas on various surfaces. We used 12,000 annotated contamination 

frames from eight clients to train and validate the model and 5859 (3770 and 2089) 

annotated frames from two clients for testing to evaluate how effectively the FL model 

could generalize when confronted with a new client's data. We randomly split the data 

from the eight clients to train (70%) and validate (30%) the FL model. Similar to the frame 

classification, we trained the model on four randomly chosen clients in each round and 

validated it on all eight clients after model aggregation and before moving on to the next 

round.  

We trained and validated the FL semantic segmentation model over 150 rounds. For 

each round, after downloading the global model, each client trains it on its local data for 

over 100 epochs with a local batch size of 16. For each client, we used categorical cross-

entropy as the model loss function and Adam as the model optimizer with a learning rate 

of 1e-5. The locally trained models are sent to the server, aggregated using the FedAvg 

method, and a new global model is sent back to all clients to validate the model on the 

validation set and then start the next round.  

To evaluate the FL semantic segmentation model performance, we used five metrics: 

intersection over union (IoU), precision, recall, specificity, and F-score. IoU is a common 

metric in semantic segmentation problems that measures the overlap between the ground 

truth (regions annotated by a human expert) and the model prediction. The following 

equation shows the IoU definition.  

                                         IoU = ⁡
TP

(TP+FP+FN)
                                                  (5.13) 

The reason for not using accuracy as a semantic segmentation evaluation metric is 

that contamination usually affects a tiny fraction of the frames, and accuracy would always 

be more than 99%, making it inappropriate to evaluate the model's performance.    
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The FL semantic segmentation model achieved a mean IoU of 91.23% and 89.45% 

for segmenting frames into the background, green-fluorescence, and red-fluorescence 

classes for clients 9 and 10, respectively. 

In Figure 5.6, we show six image frames from a range of kitchen surfaces in the two 

new client datasets and the corresponding ground-truth and model outputs to show how 

accurately the FL semantic segmentation algorithm was able to segment the red and 

green fluorescence contamination. The first row is the raw image captured by CSI-D, the 

second row depicts the FL model segmentation results, and the last row shows the human 

expert annotation (ground-truth). When comparing FL model output to ground truth, it can 

be shown that the model successfully distinguishes and segments green and red 

fluorescence on various surfaces, including (Figure 5.6, left to right) under-sink plumbing, 

kitchen wall, kitchen countertop, a microwave door inner side, toaster, and refrigerator 

door handle. This comparison shows the model's ability to recognize either red 

fluorescence or green fluorescence contamination, or a mixture of these two types of 

contamination, that takes the shape of minute drops, sprays, splashes, and larger regions 

like spills or stains. 

 

Figure 5.6. FL semantic segmentation model performance on new client's dataset. (A) Raw frames 
captured by CIS-D. (B) Segmented frames by FL model. (C) Annotated frames by human experts. 
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5.5. Conclusion  

This study presents a federated learning model for identifying and segmenting organic-

based contamination and biofilms on various surfaces. We captured video frames using a 

fluorescence-imaging technology developed by SafetySpect Inc and two state-of-the-art 

deep learning algorithms, including MobileNetV3 and DeepLabv3+, for classification and 

semantic segmentation. FL allows training a model without transferring client datasets to 

a central server, helping to address some client data privacy and confidentiality concerns. 

In this study, we used FedML with some modifications as our FL framework and FedAvg 

as the aggregation algorithm. We collected data from 10 institutional kitchens and 

restaurants. We trained and validated the model on eight clients, including 35,858 clean 

and 36,523 contamination frames, and tested it on two clients (clean: 8,327, 

contamination: 10,359). For differentiation between clean and contamination frames, the 

model achieved respective accuracies of 95.84% and 94.92% for clients 9 and 10. The 

FL-based semantic segmentation model was trained and validated on 12,000 annotated 

contamination frames from eight clients and tested on 5859 (3770 and 2089) annotated 

frames of two new clients. The model resulted in a mean IoU score of 91.23% for client 9 

and 89.45% for client 10. 

The results demonstrated that using new fluorescence imaging technology combined 

with FL-based deep learning models not only can improve the cleanliness and safety level 

of food preparation facilities but also can improve data privacy assurance for clients in the 

food-service industry. 
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Chapter 6. 
 

Conclusions and Future Directions 

 
6.1. Conclusions 

Assurance of cleanliness and sanitation are ongoing concerns in the food industry, 

including producers, distributors, restaurant owners, and others. Foodborne illness 

outbreaks can be brought on by the spread of potential contamination and infection among 

workers and customers. About 48 million Americans get sick from foodborne illnesses 

each year, 128,000 are hospitalized, and 3000 people pass away. The US Department of 

Agriculture (USDA) reported that the financial burden of foodborne illness increased by 

about 13% to $17.6 billion in 2018 from over $15.5 billion in 2013. 

There are currently only two main ways to determine whether food, equipment, or other 

surfaces in food-services establishments are contaminated: a quick visual inspection and 

adenosine triphosphate (ATP) swabbing. Visual examination is challenging because some 

contamination is invisible or barely visible and can be missed, and swabs can only test a 

small area of a surface, even when wiped back and forth. 

Optical fluorescence imaging is a fast, accurate, and non-destructive way to look for 

organic residues and biofilms that can host pathogens. It can be used as an alternative to 

other methods. But different materials glow in different ways, so it's not enough to just look 

for something that glows. Some recent research has come up with algorithms for finding 

organic residues by using fluorescent imaging and extracting features based on their 

shape or color. Some other algorithms use thresholding, which makes it hard to find the 

best value for the threshold level and can lead to both false positives and false negatives 

because of the amount of light in the room and the different surfaces in the background 

change. Thus, the gap in current analysis methods necessitates more complex and 

trustworthy algorithms. Moreover, companies and institutions are concerned that using 
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new technologies can increase privacy risks, and leaks of sensitive information (e.g., the 

presence of contamination in the kitchen or dining area) could jeopardize their reputation. 

Also, there is a need to convince such organizations and facilities that their sensitive 

information and data will be safe and secure. 

Therefore, this dissertation aims to design a framework by combining state-of-the-art 

deep learning algorithms, multiwavelength fluorescence imaging, and federated learning 

not only to improve the cleanliness assurance in food production and food services 

environment but also to keep the food service institutions and organizations' private data 

safe and secure. 

In chapter 3, we have introduced a deep learning-based method for detecting 

contamination, which can instantly spot contaminated surfaces on meat in a fluorescence 

video image. We have also demonstrated that the challenge of using fluorescence to 

detect contamination in the bright ambient light of meat processing facilities can be 

overcome with the help of video image processing, new LED illumination, and imaging 

sensor technology. Our techniques can also be used to segment and highlight fecal 

residue in images of contaminated meat surfaces, making it possible to remove this 

contamination from carcasses in real-time. Using 108,296 images extracted from videos 

and labeled as "clean" and "contamination," we trained a state-of-the-art deep 

convolutional neural network architecture called EfficientNet-B0 on 70% of the images and 

validated it with 20%. Classification results were 97.32% accurate when tested on the 

remaining 10% of images (97.06% precise, 97.06% recall, 97.59% specificity, 97.35% F-

score, and 99.54% AUC). Utilizing the U-Net semantic segmentation algorithm, we were 

able to segment regions of feces in images labeled as "contamination." The segmentation 

results from 55,114 "contamination" frames had an IoU score of 89.34% (precision of 

92.95%, recall of 95.84%, specificity of 99.79%, F-score of 94.37%, and AUC of 99.89%). 
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In chapter 4, in order to eliminate organic residue and biofilms, this research introduces 

a fluorescence-imaging technology coupled with deep learning algorithms for image 

capture, video frame contamination detection, segmentation, and disinfection. To do this, 

we utilized a portable fluorescence imaging device called CSI-D (SafetySpect Inc) in a 

total of eight commercial kitchens and eating establishments. We employed a deep 

convolutional neural network architecture, Xception, to classify images into "clean" and 

"contamination" categories. For a total of 72,381 frames, both "clean" and "contamination," 

the accuracy rate was 98.78%. We used the DeepLabv3+ semantic segmentation 

algorithm on 12,000 "contamination" frames, achieving an IoU score of 89.34%, to 

accurately segment contamination. We tested the CSI-D’s capacity for UVC disinfection 

using three pathogens linked to food foodborne illness: Salmonella enterica, Escherichia 

coli, and Listeria monocytogenes. Less than 5 seconds of exposure to UVC illumination 

from the CSI-D was enough to inactivate all of them, with log reductions of up to 8.0 for 

active bacteria. We have shown that integrating fluorescence-imaging technology with 

deep learning algorithms can increase safety and cleanliness in the food-service industry, 

safeguarding both employees and patrons. 

In chapter 5, to identify and classify organic-based contamination and biofilms on 

different surfaces while preserving the client’s data privacy, we introduced a federated 

learning model. In order to classify and semantically segment the contamination, we used 

a fluorescence-imaging technology created by SafetySpect Inc and two cutting-edge deep 

learning algorithms, namely MobileNetV3 and DeepLabv3+. Since federated learning 

enables model training without transferring client datasets to a central server, it can be 

used to alleviate some concerns over the security and privacy of client data. For this 

research, we made some adjustments to the FedML framework and used FedAvg as our 

aggregation algorithm. We collected data from ten different institutional kitchens and 

restaurants. Eight clients, including 35,858 clean and 36,523 contamination frames, were 
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used for training and model validation, and two clients were used for testing (clean: 8,327, 

contamination: 10,359). For clients 9 and 10, the model's accuracy for differentiating 

between clean and contaminated frames was 95.84% and 94.92%, respectively. The FL-

based semantic segmentation model was tested on 5859 (3770 and 2089) annotated 

frames from two new clients after being trained and validated on 12,000 annotated 

contamination frames from eight clients. For clients 9 and 10, the model produced mean 

IoU scores of 91.23% and 89.45%, respectively. The findings showed that combining new 

fluorescence imaging technology with FL-based deep learning models can enhance data 

privacy assurance for customers in the food-service industry while increasing the 

cleanliness and safety level of food preparation facilities. 

6.2. Future Direction  

6.2.1. Database Expansion  

While this dissertation resulted in accurate identification and segmentation of 

contamination on a wide variety of surfaces, there is a need for collecting data from more 

facilities to improve the models' generalization and reliability both in centralized and 

federated architectures. By collecting more data under different ambient light intensities 

and scanning different surfaces and objects, we will allow the models to learn new 

contamination patterns. So we aim to visit more meat processing facilities, institutional 

kitchens, and restaurants to increase of database for future training and testing of the 

models.  

6.2.2. Solving Data Annotation Bottleneck  

Supervised learning is the backbone of the current projects. Although supervised 

learning is a well-known method that can lead to building high-performance models, it 

needs massive amounts of manually labeled data which slows down model construction, 

is costly, and is prone to errors. Self-supervised learning (SSL) is an emerging method to 
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address the data labeling challenge. The SSL relies on the underlying structure of the data 

to provide supervisory information and train itself instead of learning from labeled data. 

Since we record videos during the inspection of the different facilities and with respect to 

the fact that we aim to expand our database, a massive amount of data will be generated, 

making the data annotation cumbersome and expensive. Hence, we aim to use SSL as 

our future step to tackle the labeling bottleneck. 
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