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Abstract  

Objectives/Scope: 

Fluid-flow physics in porous media has been continually simplified by assuming isotropic homogeneous 

media with minimal rock-fluid interactions. Such simplification did not reflect reality and retained the 

ability to understand the flow behavior essence in unconventional reservoirs. The developed physics 

should be reevaluated on ideal porous media, indeed, which has minimal geometrical and interaction 

uncertainties. Therefore, image processing techniques were utilized to processs the CT scans of core 

samples to construct ideal 3D-printed replicas for coreflooding experiments and simulation models. The 

results from both were then compared for vcalidation and cross check. 

Methods, Procedures, Process:  

Grayscale CT-scan of a Berea core sample was digitally binarized to segment the grains cloud in the 

scan. That cloud was meshed and triangulated to form a 3D-printable object. The processed object was 

3D printed with different 3D printing technologies and materials. The gypsum-replica, which had the 

closest petrophysical properties to the original Berea, was extensively investigated through a CO2 huff 

and puff experiment simultaneously with its original, geomechanical UCS (uniaxial compression 

strength) test, Nitrogen sorption, MICP (Mercury Injection Capillary Pressure), and contact angle 

wettability measurement.  

Based on the image processed CT scan, a finite difference model was created in which the petrophysical 

characteristics, porosity and permeability, were inferred from the CT scan. The model was used to 

simulate a transient permeability experiment on the Berea sample and the CO2 huff and puff experiment. 

The 3D printable volume was also used to create a finite element model to simulate the UCS test on the 

replica. Figure 1 shows the 3D printed replicas with their original Berea along with the coreflooding and 

geomechanical simulation models based on the reconstructed CT scan. 

Results, Observations, Conclusions:  

The 3D printed replica was able to represent their original sample with close storage and transport 

capacities. The used image processing workflow generated a precise static model for black oil (transient 

permeability) and compositional simulation models (CO2 huff and puff) of both samples. The CO2 

effect on the core sample was pictured after breaking the replica to check its interior, and the simulation 

model was able to predict a similar saturation distribution. The simulation results accurately matched 

the replica’s measured oil recovery, pressure distribution during the transient permeability test. After 

including the UCS test schedule, the model succeeded in generating fatigue iso-surfaces, stress and 

strain contours, failure limits and modes, force reactions inside the core sample. 

Novel/Additive Information: 

The proposed image processing can produce the physical specimens for tests along with the needed 

models to simulate these tests. 3D-printed core replicas, which are created by reconstructing cores’ CT 

scans by image processing, are valuable for repetitive and destructive experiments and obey the criterion 



Image Processing of CT Scans as a Base for Petroleum Core-Scale Research 
      

 

xv 

of ideality for laboratory research. The created coreflooding and geomechanical models are robust and 

precise for developing and understanding the physics of fluid flow in porous media.  
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1 Introduction 

 

Understanding the fluid flow physics in porous media is essential to enhance reservoir management. 

Complexity associated with characterizing reservoir rocks and rock/fluid interactions is multifold. In the 

laboratory studies, especially repeated destructive experiments, the challenges of using real core-plugs 

include high acquiring cost, preserving to in-situ conditions, samples damage. Another challenge is the 

accurate characterization of uncertain pore network structure which is crucial in understanding the 

storage capacity and mass transport of fluids, especially in an EOR process and unconventional samples. 

Cheap 3D-printed core-plugs can help to avoid such problems with accurate 3d-printed pore network 

and with a uniform printing material which has a predictable fluid interaction.  In this work, a new 

methodology is proposed to reconstruct the core-plugs’ CT-scan data to create representative 3D-

printable porous replicas. Image processing tools were used to segment the grains and pores in CT-scan 

data. The processed segmented CT volume is then converted from grayscale images to a binarized 

continuous volume to be meshed in a 3D-printable format. Finally, synthetic samples were produced by 

using different base and binding materials (i.e. gypsum/sandstone and plastics). Acceptable measured 

petrophysical properties for each replica (e.g. porosity and permeability) match the understudy core-

plug (Berea sandstone) properties. 

Petroleum practitioners rely heavily on laboratory work for visualizing the fluid flow in porous media 

by acquiring images to get a better understanding of the rock/fluid interaction physics. Most of the 

laboratory work starts with performing micro computed tomography (CT) imaging/scanning for the sake 

of preserving a soft image before any further destructive experiments on the core plugs and to be used 

also as a base reference for pore network modeling. Hence, CT scanning of core samples is of a great 

importance to the oil and gas industry. 

CT scanning output is a series of 2D images. These 2D images can be visually analyzed by using light 

boxes and/or computers. CT is widely used by many researchers in characterizing the microscopic 

structures of rock samples:  actual shape, size, and spatial distribution of the grains and voids inside 

samples, specially, in heterogeneous rock sample [1]. 

.In digital rock physics simulation workflows, the petrophysical properties (i.e. porosity, permeability, 

etc.) are estimated based on the CT scan of rock samples [2]. These properties and the inferred skeleton 

of the pore network help us to construct 3D conceptual model for the rock samples. That 3D model can 

be used for simulation purposes (core flooding or geomechnical tests modelling), experimental 

sensitivity studies and 3D printing technology (synthetic cores). Synthetic 3D printed cores have many 

advantages. They are repeatable, flexible, controllable, precise (but technology sensitive), time and 

effort saver, and economical [3]. It is very important to examine the validity of using such synthetically 

created 3D core plugs in laboratory studies, specially the destructive experiments, and 

simplifying/testing fluid flow physics in complex problems using these well-known 3D printed 

specimens (known material and pore network) for simulation validation purposes. 

Repeatability of original cores is a key benefit of 3D printing [4]. Using 3D printing technology to 

prepare multiple core samples can eliminate the variability of pore network and static/dynamic 

properties of samples (and with lower costs) in repeated laboratory tests. Regarding the pore network 
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characterization, many researchers have worked to characterize pore network structures quantitatively 

with different direct imaging methods [5] and indirect methods [6]. Pore space configuration is the 

hydrocarbon flow paths. The ideal connectivity with a perfect digital description for the tortuosity of the 

flow path is a numerical challenge to define and to describe from any possible characterization mean. 

We can alleviate such uncertainty problem with 3D printing since the user has control over the generated 

3D printing mesh and thus pore network structure. 

The variabilities of static and transport properties arise from different lithology and mineralogy at each 

point in rock samples. Using a single 3D printing material can make it easier to comfortably use the 

assumption of uniform lithology and mineralogy of core samples in analytical and numerical models 

along with the easiness of measuring their uniform and predictable petrophysical, mechanical, and 

electrical properties based on the same conceptual model for the original core sample and under different 

conditions of pressure and temperature.  

It is a challenging task to create 3D conceptual models automatically from 2D CT scans due to possible 

topologic and/or geometric errors, which requires further manual adjustments of the conceptual model 

mesh to produce a high quality 3D printed structure. These types of errors relate to the unclear and 

ambiguous documented processing algorithms for converting the 2D scans to a 3D skeleton, also to the 

limitations of 3D printing technology maximum feasible resolution, and generation of valid mesh files 

for manufacturing. 

This paper proposes a robust methodology for automatically generating 3D porous printed models from 

2D CT scan data for a full size core plug. This new approach is based on CT scan data volume 

reconstruction to be used in generating the resulting 3D printing surfaces. This approach differs from 

the existing methodologies of 3D printing which are based on 3D printing a small upscaled part of the 

pore network model not the CT scan data directly or the whole core plug as in [4] or 3D printing a solid 

not porous cylinder with a gypsum powder [3] to make it porous depending on the powder porosity.   

This new approach for 3D reconstruction of a rock sample was applied to the CT scan data of a Berea 

sandstone core plug and the resulting 3D structure was utilized for 3D printing the sample with different 

materials and 3D printing technologies. Next, the static/dynamic properties (e.g. porosity and 

permeability) of the synthetic core samples were measured to compare several printing technologies 

which were tested in this study.  The proposed workflow of the study is described below. 

 Process Overview 

CT slices are cross sectional bitmaps that describe the geometrical/anatomical configuration of the 

scanned plane of core. The whole CT series of slices contain information regarding the entire core at 

regular intervals. 

The process of generating a 3D conceptual model for 3D printing based on CT scan data includes:  

1. Acquisition of 2D CT scan images 

2. Conducting image processing including a two-step procedure: 
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A. Image segmentation to distinguish the pore network (i.e. pores vs. grains) based on the 

grayscale value 

B. Converting the images from grayscale to digital binary bitmaps (i.e. 0 and 1) 

3. Volume reconstruction procedure 

4. Mesh generation based on the reconstructed core volume and storing it in a required 3D printing 

format (e.g. stereolithography; .STL file) 

5. Mesh refinement before 3D printing the model 

Berea sandstone core plug was used in this work (1.5 inches in diameter and 2 inches in length) with 

porosity and permeability measured as 20% and 100 mD respectively (Figure 1). Berea sandstone is a 

standard commercial source for sandstone core plugs, located in Ohio, USA, which is known to be well-

sorted angular, fine quartz sandstone with a composition of mostly 87 to 93% quartz by volume with 

minor feldspar 3 to 9%, 0.5 to 3% dolomite, and 0.5 to 7% clays [7]. 

 

Figure 1.1: Original Berea sandstone core plug (1.5 inch 

in diameter and 2 inch in length) 

These homogeneous properties and others like pore throat diameters range from 50 to 150 µm [8] can 

be perfect choice to avoid the limitation of the 3D printing maximum resolution to print a higher 

resolution (Fine grains or smaller pore throats). According to [9], a core sample should be selected 

properly to fit the current 3D printing technology and the abrupt changes in the sample structure should 

be avoided also to enable printing without geometrical errors. 

The following explains the steps of the proposed approach for reconstructing CT scans to generate the 

conceptual model and create synthetic 3D printed core plugs along with the required concepts to be 

familiar with the proposed approach; CT imaging, mesh file format (*.STL), image processing 

techniques, converting 2D scan data into 3D conceptual models, 3D printing technology and selection 

of materials. 

 Acquisition of 2D CT Scan Images 

CT is used as a tool for generating a visual representation of the interior structure of a core plug 

geometry. A CT scanner is utilized to generate cross-sectional slices along the core sample. A series of 

slices contain geometrical information through the entire core at regular intervals. These intervals are 
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determined by the user according to the sample size and the CT scanner capabilities. Figure 2 shows a 

collection of selected CT slices along the scanned core plug (Berea sandstone). The CT scanner mainly 

consists of a source of X-ray beam and opposite detectors series. The X-ray beam attenuates while 

passing through the core sample [10]. A recorded CT scan is a measure of the attenuation of such X-ray 

beams (the X-ray absorption by the sandstone grains) as it passes through the object. Back projection is 

then applied to infer the material (grains and pores) density at each point in the core [11]. 

 

Figure 1.2: A combination of selected CT slices along the 

core plug 

It is very important to understand the resolution aspects of CT scanning, which are related to the number 

of slices we can obtain along the core and to the lateral XY resolution.  

There are two important resolution definitions: the XY resolution in the scan plane (spatial), and the 

along-the-axis resolution (Z-resolution or the separation between 2 scanned planes). The XY-resolution 

(i.e. in plane) is mainly representing the size of a squared pixel in the X and Y directions. A CT image 

has typically an XY pixel resolution of 512 x 512 pixel (Goldman, 2007). This scanner range should 

cover the whole cross section of the core. The XY resolution is strongly dependent on the field of view 

(sample size). If the core sample size is relatively small, then a higher XY spatial resolution is obtained 

and vice versa. We can find out the aspect ratio between the cross sectional area of the core 1.5 inch (38 

mm in X direction x 38 mm in Y direction) in diameter over the number of pixels in each direction to 

find the area covered by each pixel. There are rules of thumb to tune the CT lateral resolution to match 

the 3D printer requirements and to avoid having too much redundant data [9].   

The along-the-axis resolution (Z-resolution) is much less than that in the XY plane and the separation 

between two slices of the original core plug may be between from 0.1 to 1 mm. Thus, the volumetric 

generated voxels have a typical X:Y:Z aspect ratio ranges of 1:1:2 to 1:1:20. This means that in a Berea 

core plug, which is 2 inches long (~ 58 mm), we obtained approximately 1000 CT slices along that core. 

The Z resolution/slice thickness is mainly affected by the acquisition method and the CT scanner power 

[12]. If the number of slices are not enough to generate a continuous volume for 3D printing without 
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errors, (Almetwally and Jabbari, 2019) [9] proposed an interpolation scheme between slices to grantee 

this continuity. 

A montage of the selected CT scans from the Berea sandstone core understudy is shown in Figure 3. It 

is essential to visually track these slices to ensure the continuity in the pore network and notice the 

possible abrupt changes, which can indicate the existence of natural fractures or scanner malfunction as 

we progress from one slice to another. From the CT slices of the Berea core plug, we can see a uniform 

geometrical/anatomical configuration of the core except for the first and last slice of core which is 

consistent with the original core exterior edges because of the damage occurring while coring of the 

original core itself (see Figures 7 and 8).  

Usually the pores in a CT scan take the black color and the grains are in gray depending on the minerals 

and the spatial resolution. 

 

Figure 1.3: A montage from selected CT scans on the used 

Berea sandstone core 

 Image Processing 

In this step of distinguishing the difference between pores and grains based on the grayscale pixel values, 

the threshold in the recorded response of the CT scans should be clearly determined for the acquired 

slices. The distinction between the grains and pores can be implemented by using the selected by user 

threshold on the CT scan gray scale histogram  [13], which separates between different responses 

received from grains versus pores (see Figure 4). Other methods of particle recognition algorithms can 

be applied also to enhance this classification problem. 

For CT grayscale images as shown in Figure 3, single numbers between 0 to 255 are generated as 8-bit 

integers. Each of which represents the brightness of the pixels. Typically, zero is set to be black, and 

255 is set to represent white color [14].  

Grains are 

in gray.

Pores are 

in black.
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In this work, we developed codes to conduct such supervised image processing and conversion. The 

histogram is generated by counting each integer between 0 to 255 in the bitmaps. The sandstone grains 

will have a hump to the far right side of the frequency histogram (i.e. the bright side) and the pores will 

skew towards the left-hand side of the histogram (i.e. the dark side). For CT scans with a high spatial 

resolution (i.e. on the XY plane), it is easier to visually see the two humps separated from each other. It 

may be challenging for larger samples with the reduction in the spatial resolution. 

 

Figure 1.4: Grayscale histogram for all the CT scan slices 

The selected threshold will let us to separate the two spectrums of pores and grains. The determination 

of such a threshold needs a trial and error process for establishing a clear distinction between pores and 

grains. The original core can help with inspecting the first and last slice to check the accuracy of this 

threshold. Note that this process is a crucial step for determining reliable pore network models and thus 

accurate *.STL files for 3D printing.  

After determining the optimum threshold, all the CT images are digitally converted from a grayscale to 

binary (0 and 1) bitmaps. The importance of this step is preparing a volume that the 3D printer can 

handle as the 3D printer can understand only two objects (solid and void: nothing in between).  

The zero value (i.e. black; the spectrum below the threshold. Zero (0) will replace all of the integers in 

that spectrum), is assigned to the pores while the one value (i.e. white; the spectrum above the threshold. 

One (1) will replace all of the integers in that spectrum) is assigned to the grains. As mentioned above, 

we should carry out this step with utmost care since for a 3D printer to work accurately, we need to 

prepare a robust stereolithography file (in *.stl format), which is a standard format for inputting the 

structure (i.e. pores and grains). 

Figure 5, as an example, depicts the results from image processing a slice. On the left-hand side, it 

shows the original CT grayscale image which is binarized to 0 and 1 as shown on the right-hand side. 
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Figure 1.5: Binarization of a grayscale CT image (pores 

are shown  are in black) 

Similarly, all images are converted to the binary version. Figure 6 illustrates a series of binary 

conversion for the slices. 

 

Figure 1.6: A binarized montage from selected CT scans 

on the used Berea sandstone core 

Note that the grayscale histogram threshold to distinguish between pores and grains (see Figure 4) 

should be applied to each image individually. This is because the CT radiation intensity, and thus the 

image quality, is affected by the slice’s relative position along the core plug. Hence, one single threshold 

determined for a slice would not result in accurate binarization process for other CT slices.  

That being said, it will be a tedious task to obtain optimal thresholds for each slice of the image spectrum 

(1000 threshold for 1000 CT slice). In order to overcome such a problem, we proposed a methodology 

to train the image-processing program efficiently. The procedure includes calculating the mean of the 

pixels’ value for each slice through all the CT slices (see Figure 7).  

For a homogenous core, this mean will be steady for all slices as long as there are no abrupt changes in 

core at any slice position. As shown in figure 7, it safe to apply the same distinction representative 
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threshold starting from slice number 50 to number 800. Any threshold based on a histogram from that 

range can be used as a global threshold. As for the first and last slices, the indentations observed in the 

original core has affected the CT scan image which gave more void space than the normal. These slices 

should be tweaked manually since they affect the rest of the CT slices. 

In case of a none steady pixels’ mean for the CT slices, it is highly recommended to normalize all slices 

to one acceptable range of colors. Another option is automatically applying a distinction threshold on 

each slice individually and a particle recognition algorithm should be applied to detected the grains 

accurately as the grayscale response is not uniform from one slice to another. A trained neural network 

model will efficiently track the grains and can be tested on some slices to check the validity. The only 

problem is the huge required memory to handle all CT slices in the background. 

 

Figure 1.7: Pixels' mean value for each slice as guide to 

choose the distinction threshold between the grains and pores 

 Volume Reconstruction 

The continuity of the object is essential for the 3D printer to work properly. Till now, we have created 

a spectrum of discrete slices which are not making up a continuous volume. So 3D interpolation, neural 

network model, and geostatistical algorithms are applied to connect the distinctive slices in order to 

establish the pore network model [9]. This step can be applied before or after the binarization process. 

As shown in Figure 8, the output will be a set of continuous orthogonal cross sections (lateral and 

longitudinal) in which we can track the pores along the core plug. 
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Figure 1.8: Lateral and longitudinal slices after filling the 

gaps between the slices 

The generated volumetric geometry from these interpolation techniques can then be used as an input file 

for 3D printing, for pore network construction, core flooding simulation, and geomechanics simulation 

at core scale [9]. Figure 9 shows the reconstructed volume of the Berea sandstone, from the above 

methodology in which each point in space of that final volume object file is the corresponding digital 

representation of the same point in the original core. 

  

Figure 1.9: Reconstructed volume of the original core 

 Mesh generation file in 3D printing format 

The stereolithography (*.STL) file format is a standard format that is used as input into a 3D printer 

apparatus. *.STL files are used to describe the surface geometry of an object with no determination of 

its color, texture or any other common attributes [15]. This type of files compiles a set of triangular 

facets (triangles vertices and unit normal in 3D Cartesian coordinates) into forming surfaces of an object. 
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Such triangles track the solid surfaces encapsulating the pores by connecting the points with binary 

values of one (i.e. grains) in the reconstructed binary (0 and 1) volume as shown in Figure 10. 

 

Figure 1.10: .STL geometry of triangles which track the solid 

surfaces (grains) and encapsulate the pores. 

In order to prepare an accurate surface mesh file (*.stl), we need to perform a trial-and-error process 

(mesh refinement, step 5) and optimize a number of parameters to avoid discontinuity in the final model. 

These parameters include triangles area (minimized) and minimum triangle acute angles (maximized) 

to track grains/surfaces edges. Figure 11 (RHS) shows the results from such a process for a Berea 

sandstone core plug (LHS). An accurate mesh file must reflect all the details of the original core plug 

such as pores, grains, and structure (see in Figure 11 the small flaw on both prototype (Berea Core Plug) 

and 3D printable model). 

 

Figure 1.11: Outcome of the generated STL surface mesh file (RHS)  

Triangles track the solid 

surfaces (grains) and 

encapsulate the pores.

Pores

.STL 

Geometry
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 Conclusion 

In this work, a novel workflow was developed to systematically combine CT scanning, image processing 

tools, and 3D printing technology in order to create synthetic core-plugs replicas for actual core-plugs 

(i.e. original Berea sandstone plug). This proposed workflow, unlike a number of similar works, 

replicates the actual pore network of the original core sample, and produces to-scale realistic 3D-printed 

core-plugs, which can be used for characterizing fluid flow and transport phenomena in laboratory 

experiments.  The following summarizes the findings and conclusions of the study: 

• Accurate 3D-printed replicas of a core sample can help us to understand the interactions among the 

porous environment and fluids in it under controlled conditions and known pore network structures 

in repeated experiments.  

• 3D-printed core plugs are specifically useful in case of destructive tests are desired to conduct on a 

core sample. This will facilitate running repeated tests with the same pore network characteristics 

and preserve original cores.  

• A major challenge for creating a synthetic core plug is accurate pore network modeling and pore 

throat characterization which can be addressed through accurate CT image processing.  

• The proposed CT image processing workflow used to distinguish between pores and grains. Then, 

geostatistical and interpolation algorithms, developed in this work, will turn the discreet CT slices 

into continuous pore network. Next, the binarized volume of grains is converted to a solid mesh file 

in a format compatible with 3D-printers (i.e. *.stl format). Finally, synthetic core plugs can be 

generated using a 3D printer with desired materials (e.g. plastics, sandstone, etc. as printing 

powders).   

• The results from this work confirm that using colored sandstone, rather than plastic, would produce 

more accurate representation of the original core characteristics (i.e. closer porosity and 

permeability to the original core’s). 

Finally, yet importantly, the 3D printing technology for replicating porous media is still in its infancy 

and the resolution of 3D printing machines needs to improve substantially to be used for core samples 

from tight rocks of unconventional reservoirs. 
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2 CT-Scan Image Processing for Accurate Pore Network 

Modeling and Core Samples 3D Printing 

3D-printed core-plug replicas have wide applications in oil and gas industry. We can use synthetic plugs 

for repeatable set of experiments in which pore network geometry is accurately described for 

experiments’ simulation purposes. We can also eliminate the complex effects of rock compositions on 

flow/transport characteristics. That will enhance our understanding for the physics of fluid flow 

processes in porous media. It is challenging to ensure that synthetic core-plug is accurately duplicating 

the original core-plug. The pore network accuracy in the 3D-printed replicas is controlled by the 

computed microtomography (CT) images resolution (both planar and longitudinal), 3D-printing file 

generation steps, and 3D-printer resolution limitations. We generated a robust workflow by combining 

CT scanning, image processing tools, and 3D-printing technology to create accurate synthetic replicas 

for core-plugs. Geostatistical tools (multi-azimuth variograms) and image processing tools (polynomial 

interpolation) were utilized to tune XY and Z resolution of a CT scan for Berea sandstone core-plug to 

fit current 3D-printing technology requirements, reduce the needed processing computational power, 

and construct a 3D-printable continuous volume. Based on the generated conceptual volume, 3D-printed 

sandstone replica was created and presented a close agreement with the petrophysical and transport 

behavior (porosity and permeability) of the original Berea core-plug. 

3D printing of core plugs starts with processing a series of consecutive 2D grayscale CT images [16]. 

Each image has its array of specially defined attributes. These attributes include image number, height, 

width, minimum and maximum grayscale values, and the image data of each pixel (i.e. square picture 

element).   

Next, adjusting and tuning the attributes of CT images to prepare the required optimal mesh file for 

creating 3D-printed synthetic porous core plugs and replicating the actual pore networks with identical 

petrophysical properties (porosity and permeability). The attributes of the CT images, which need to be 

tuned, enhanced, and tweaked in order to create accurate pore networks, include the CT image 2D width 

and height (i.e. number of pixels in each CT image), the number of images/slices along the core plug, 

and the grayscale of each pixel to distinguish between pores and grains. We discuss this process in 

details in this work. 

The original XY resolution of a CT-scan image is highly dependent on the core sample size. For a small 

sample -1 inch in length or less-, a higher XY resolution can be obtained versus an average to low 

resolution for a relatively large sample –greater than 1 inch in length [16]. Even though, the CT images 

XY resolution (i.e. number of pixels in each CT image) still exceeds the possible resolution that can be 

handled by the current 3D printing technology. Another issue is the processing computational power 

needed to handle such high resolution. Therefore, we need to adjust the CT images width and/or height 

by reducing number of pixels in each image (Image Resampling).  

Image resampling is a mathematical process in which a new version of the CT images with a different 

2D dimensions-width and/or height is created [17]. There are two options in image resampling; a) up-

sampling to increase the number of 2D pixels on each CT image (larger image size) and b) down-

sampling to reduce the number of 2D pixels (smaller image size) [18].  
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In petroleum engineering terminology, the down-sampling of CT images is termed as upscaling.  With 

the current 3D printing technologies and computer processing capabilities, first we need to conduct 

downsampling each of CT images (i.e. 2D upscaling). The downsampling/upscaling method can be 

conducted by a simple interpolation method.  

The next step is up-sampling (i.e. increasing resolution) the upscaled 2D images in the Z direction (along 

core) and generate intermediate virtual images/slices between the original acquired CT slices. The 

reason of this treatment is to fill the gaps between the slices as the 3D-printer process only a continuous 

volume with no gaps in it.  

The z-resolution of CT images, or the separation between two scanned planes, mainly depends on the 

core sample size, CT acquisition method, and CT scanner power [12]. A typical CT scan produces a 

limited number of images/slices (coarse z-resolution) for a (1 to 2) inch core sample.  

The 3D printer requires a high number of slices to generate accurate representative porous replicas for 

the original core sample and to produce accurate pore network. Therefore, we utilized an interpolation 

scheme in Z direction to ensure a continuum in the data –pixels’ grayscale values- and a smoother 

transition between (newly generated and original CT slices) data points. 

The results of this procedure is a combined data of a virtual volume as a 3D cloud full of voxels’ 

information which represents the entire scanned core sample volume. That continuous volume is ready 

to be meshed and 3D printed after applying a simplified particle recognition (grain/pore recognition) 

based on CT pixels’ grayscale histogram [13].  

A final step in the proposed workflow is to ensure that processing the CT scan gave a homogenous 

isotropic volume which can be 3D-printed without errors. The processed CT images are geostatistically 

analyzed to find their principal spatial variability attributes [19]. Multi-azimuth variograms are used as 

a quality control over the whole workflow by quantifying the homogeneity and isotropy parameters. 

This treatment step eliminates the need for an examining the processed CT slices on an image-by-image 

basis. 

Finally, the generated virtual processed volume can be meshed for 3D-printing after examined it in all 

directions to avoid any open gaps. The output of meshing is a *.stl file (3D printing geometry file), 

which complies a collection of many triangles defined by their vertices and normal coordinates tracking 

the surfaces of the grains. 3D-printing of the synthetic core replicas is conducted layer by layer, 

horizontally, and from bottom to top.  

The flowchart in Figure 1 summarizes these steps, which are discussed below.  
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Figure 2.1: Workflow of generating a continuous 

virtual volume for synthetic porous core plugs using 

3D-printing technology based on its CT scan  

 CT Imaging Technology 

CT slices are the bitmaps of anatomical configuration for cross sectional scanned plane of the core 

sample. The core understudy in this work is a Berea sandstone core plug (2 inches long and 1.5 inches 

in diameter) with a porosity of 20% and a permeability of 100 mD (Figure 2). This is a well-sorted, 

conventional, and homogenous core sample. The pore throat diameters of the core sample, ranging from 

50 to 150 µm, are beyond the limitations of current 3D printing technology and can be readily printed.  

Figure 2 shows a series of selected CT slices along the core plug. The CT scanner consists of an X-ray 

beam source and a series of detectors mounted on the other side [10]. The X-ray beam attenuates through 

the core plug while passing through the object. The attenuation data are interpreted through back 

projection, which produces a CT image. The different colors on a CT image represents the intensity of 

such attenuations and different materials with different densities (voids, grains, minerals) [11].  
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Figure 2.2: A series of selected CT slices (left) for the 

original Berea sandstone core plug (right) 

It is an important task to adjust the CT scans resolution (i.e. the number of slices and spatial XY 

resolution). As mentioned above, this is a need to match the resolution requirements that can be 

processed by the available 3D printing technology. The XY-resolution is defined as the size of a pixel 

in the XY plane, typically 512 x 512 pixel/image [12]. 512 x 512 pixels cover the whole cross section 

of a core. To find the area that one-pixel cover, the ratio of number of pixels, in one image, in the X and 

Y direction to the dimensions of the core (1.5 inch in diameter) can be calculated.   

On the other hand, the z-resolution, which is the separation between two consecutive slices of core plug, 

ranges typically from 0.1 to 1 mm. It can be calculated by dividing the core length (2 inch) over the 

number of the CT slices. In this work, 1000 CT slices were acquired along the core plug. 

Figure 3 depicts a continuous volume required for 3D printing. It shows that the collection of a series 

of discrete 2D, CT images need to be processed first in order to create a whole object, which means to 

fill in the gaps between consecutive slices. Then, the 3D printer creates the synthetic object layer by 

layer and from bottom to top. The thickness between each two consecutive layers represents the 

maximum resolution we can get from the printer and that depends on the 3D-printer technology and the 

material used.  

For each printed layer, 3D-printer generate a virtual horizontal plane to find the intersection contours 

with the virtual volume. These contours guide the nozzle of a 3D printer through the path on which the 

material will be released, meaning that the layer is constructed. The size of a nozzle varies from a 

machine to another and from material to material. The minimum spatial thickness of a 3D-printed point 

in space may not be greater than the thickness of the grains in a core sample. Therefore, a high number 

of CT scan pixels to cover the grain thickness (a high resolution) may not be necessary. This means that 

a thorough adjustment of the resolution on XY plane and along Z direction should be implemented to 

match the resolution of the machine used for 3D printing.  
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Figure 2.3: Tuning criteria for CT scan to fit the 

requirements of 3D-printing technology  

 CT-Image Resizing & Downsampling  

The image downsampling reduces the XY-resolution of the 2D CT images. For instance, the original 

CT scan images in this study had a XY-resolution of 2084 x 2084 pixels, and it was upscaled (i.e. 

downsampled) 4 times, which resulted in a 512 x 512 resolution. The reason for that downsampling is 

that one pixel after downsampling covers an area of 0.05 mm by 0.05 mm, which is around the average 

pore throat size and grain size of a Berea sandstone sample. The appropriate upscaling level has to be 

determined manually. A rule of thumb should be considered which is the dimensions of a pixel should 

not be greater than the average grain size of a core sample. As shown in Figure 3, the average grain size 

of Berea sandstone ranges from 0.125 to 0.5 mm [8]. This rule of thumb guarantee one single grayscale 

value for a pixel is e a value for corresponding to a sandstone grain or a pore space. 

The purpose of this step is to reduce computations effort for processing CT images and meshing the 3D 

conceptual volume later and by reducing number of redundant pixels. Contrast enhancement should be 

carefully considered at this stage as downsampling may result in loss of details on the created plug 

(jaggedness) since each upscaled pixel in the new processed image is a weighted average of multiple 

pixels.  

A variety of interpolation functions for CT grayscale images have been developed in the literature. In 

each method, the discrete pixels’ values to be resampled are initially mapped to create a continuous 

bicubic intensity function. The generated function with the fitting coefficients is used to match the new 

upscaled grid points and generate values for the new pixels as shown in Figure 4. 

There are eight different methods of interpolation for the downsampling (upscaling) of an image, 

including: 1) windowed and truncated sinc; 2) nearest-neighbor; 3) linear; 4) quadratic; 5) bicubic; 6) 

cubic B-spline; g) Lagrange; and 7) Gaussian and 8) approximation techniques [20]. Lehmann [20] 

recommended the bicubic interpolation method, after comparing the 8 different interpolation methods, 
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to be the most suitable method for the downsampling (upscaling) of CT and MRI images due to its 

effective smoothing.  The comparison was based on a detailed criteria of spatial analysis, computational 

complexity, runtime cost evaluations, and error analysis (qualitative and quantitative).  

A bicubic interpolation method is a standard algorithm in commercial image processing software, such 

as Photoshop and Corel PaintShop [21]. It generates smooth polynomial spline functions of third degree 

on 2D planes (XY dimensions), taking into consideration sixteen adjacent points (see Figure 4) by 

finding the unknown coefficients of Equation 1. by regression. Then, function ( ),f x y  will give us 

the values of new pixels. The bicubic function interpolation, in a discretized format for the 2D 

dimensions, is given by:  
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i j

ij yxayxf 
= =

=
3

0

3
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),(  (2.1) 

Where aij are unknown coefficients {i , j = 0 to 3 } to be obtained by regression.   

 

Figure 2.4: Bicubic interpolation downsampling is 

limited to the average grain and pore size. 

Figure 5 depicts an example of downsampling one CT slice of from its original resolution to that of a 

quarter resolution. By implementing this method, a CT-scan data of 10 gigabytes data was compressed 

efficiently to almost 2 gigabytes of data without any negative impact on the quality of the images 

required for 3D printing process. In addition, as a result of downsampling it is easier for further 

enhancements.  
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Figure 2.5: Downsampling of a CT-scan slice. 

 Interpolation of CT Images Along Z-Direction (Upsampling) 

Rectangular voxels have a certain pitch (thickness) based on the sample size and the parameters of the 

CT scanner which determine the number of slices and their spacing. 3D-printer can process a certain 

layer thickness of a continuous volume -no gabs- (as it prints layer by layer). The 3D volume generated 

from the discrete CT images should be a whole (continuous) object resembling the actual pore network 

to ensure that the synthetically 3D printed core plugs represent the actual porous rocks. In this section, 

the optimal resampling along z direction for the acquired CT images to match such a requirement is 

discussed. 

This means that we should generate a number of intermediate slices (virtual data) between consecutive 

images through proper interpolation methods. We have also the option to remove some slices from the 

original CT-scan set if they are more than the required number of slices to generate the continuous 

porous volume.  Ideally, the spacing between two consecutive CT slices and 3D-printing thickness 

should not be greater than the average grain size. Therefore, the original CT number of slices are 

customized, decreased or increased by generating virtual intermediate slices, to enable the 3D-printer to 

distinguish and 3D-print the sandstone grains in one layer or more. 

That being said, the 3D printing technology is developing with attention to reducing layer thickness (i.e. 

more CT slices will be needed), which will return better printing resolution in z direction. Interpolation 

techniques are typically used to generate the intermediate virtual slices along the z direction. 

Geostatistical tools (variograms and kriging) and artificial neural network (ANN) can be used also as an 

alternative for simple interpolation specially for heterogeneous core samples.  

A CT image is a rectangular tiling of fundamental elements or pixels. A pixel (short for picture element) 

is a small block that represents the amount of gray intensity to be displayed for that particular portion of 

the rock sample. The pixel values on a CT image represents the material density distribution for that 

portion of rock.  To fill in the gaps between the CT slices, there are eight methods to interpolate the 

grayscale pixel values as discussed above. In this work, a simple linear method was employed for the z-

interpolation task. Figure 6 depicts this process, and the computation is given by: 
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Where (xi, yi) and (xi+1, yi+1) are the location and grayscale value of pixels in two consecutive slices, 

respectively.  

The interpolation workflow starts with reading the grayscale values of each pixel on the two CT slices.  

Then, the in-between pixel values are estimated using a linear polynomial to construct the new slices 

with computed pixel values. This is repeated for all pixels and slices until a continuous 3D object are 

created. This constructed bank of data is ready to produce the mesh file (*.stl) to be used for 3D printing. 

 

Figure 2.6: Generating CT scan intermediate slices 

Figure 7 presents the pixels’ value long a centered pixel through the core plug resulting from the linear 

interpolation of CT images (as an example, only the first 20 slices are shown). The grayscale values of 

intermediate slices are estimated from the straight-line interpolation between the two pixels. This 

procedure repeated for 512 pixels on the images. The linear interpolation technique is simple and 

straightforward, but as a drawback it may not be able to properly process heterogeneities, such as fissures 

and fractures (i.e. singularity problem). Cubic and nearest neighbor interpolation will be a better choice 

for heterogeneous cores. With the process developed in this work, we can also estimate other 

petrophysical properties, such as permeability and tortuosity, for core sample from its CT images.  

Input CT Slice Input CT SliceIn-Between 

Interpolated CT Slice
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Figure 2.7: Linear interpolation to generate intermediate 

CT images from the original scanned slices  

After applying this interpolation step, as shown in Figure 8, the output will be a set of continuous (lateral 

and longitudinal) orthogonal cross sections in which the sandstone grains and pores along the core plug 

can be tracked. This continuous cloud represents the continuous volume to be meshed and 3D-printed.  

 

Figure 2.8: Continuous lateral and longitudinal slices 

after filling the gaps between the slices 

 Geostatistics Tools for Quality Control over Processed Reconstructed 

CT Conceptual Volume 

Using the multi-azimuth variograms [19] in geostatistics, we analyzed the spatial variability of CT scan 

images in order to quantify their main characteristics, and check if the core sample is homogenous 

(quality control to check if it will be easy to process and to 3D-print). This helps us to better understand 

the core sample structure characteristics and avoid complexities/challenges of the current 3D printing 

technology. A variogram is the key function in geostatistics used to fit a spatial correlation model for 
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the observed phenomenon [22]. In this context, the observed phenomenon is the pixels’ grayscale values 

of CT-scan images. It can be utilized to analyze the core characteristics through its CT-scan images [19]. 

Theoretically, a variogram is a function which analytically describes the degree of spatial dependence 

of a spatial random field; pixel values of a CT image. The variogram is the difference between the spatial 

variance of field values at two (s1 and s2) locations separated by distance h, in other wording, twice a 

semivariogram γ (h). The semivariogram was first introduced by Matheron [23] to be: 
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where M is a location in the field V, and f (M) is the value at that location.  

In this work, we used a commercial software (Petrel) to generate these multi-azimuth variograms for the 

processed CT-scan data. The scan date was uploaded to Petrel as a cloud data (x, y, z, and grayscale 

value for each pixel). 3D multi-azimuth variograms are basically 3 different variograms. One represents 

the major horizontal anisotropy and in its direction. Another is perpendicular to it, represents the minor 

horizontal anisotropy direction. The third is a vertical/longitudinal one. The main inferred parameters 

of a variogram include the type of variability (spherical, exponential, or Gaussian.), nugget (variogram 

jump at the origin), sill (variogram steady limit), range and anisotropy direction.  

Analytical modeled variogram was fitted for the three experimental variograms of the acquired 

processed CT-scan data (grayscale pixels’ values) of Berea core sample. The best spatial correlation 

modeled variogram to fit these data was found to be a Gaussian model with an isotropic spatial 

variability for the three directions.  

Table 1 summarizes the results obtained from the three variograms with details as shown in Figure 9. 

The identical parameters for the major and minor variograms, small nuggets and ranges, and steady sills 

confirm the homogeneity and isotropy of the CT-scan data. Obviously, it is relatively easy to create 

synthetic core plugs (using current 3D printing technology) from homogenous and isotropic samples 

since there is no complexity in the core structure. 

Table 2.1: The 3D variogram descriptive parameters 

Variogram Type Sill Range Nugget  

Major Gaussian 0.5872 0.019 0.4128 

Minor Gaussian 0.5872 0.019 0.4128 

Vertical Gaussian 0.7893 0.05 0.6325 
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Figure 2.9: The 3D variogram generated for the CT-

scan data, using a commercial simulator 

A variogram map is also created for the processed CT-scan data. A shown in Figure 10, this map 

represents the variogram variability in any direction and at any distance from the core center. From this 

variogram map, the original core sample (from which the CT images are acquired) seems to be 

homogenous and isotropic since the iso-value contours are arranged as regular circles around the center.  

 

Figure 2.10: The variogram map generated for the 

processed CT-scan data, using a commercial simulator  
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It worth mentioning that analytical variogram along with a proper kriging technique can generate virtual 

data (intermediate slices) also and even be a better alternative for the usual interpolation tools but that 

will need a complex gridding to populate/allocate this data within it. The quality control over the CT-

scan data can be conducted before applying image processing using interpolation algorithms or after it 

as proposed here. 

 Core Plug Replicas 3D Printing Process and Manual Segmentation 

Errors 

Fabricating 3D printable objects need a thoroughly described geometry of their solid parts (grains in 

case of porous rock samples) to be 3D subsequently printed. After adjusting the lateral and longitudinal 

resolution of core’s CT scan slices to match the 3D printing requirements, the workflow of 3D printing 

core replicas starts with segmenting the solid grains from the void pores [16][9]. The pores and grains 

are segmented based on their gray-value response using image processing [24]. Afterward, a binarized 

value is assigned to replace the grayscale voxels where the grains are spatially distinguished in the scan, 

i.e., one and zero for the pores. Finally, a triangular meshing algorithm is implemented to connect the 

processed one gray-value voxels in the scan to build continuous surfaces complying with the rock 

sample grains. The generated mesh file (stereolithography file) is conveyed to the 3D printer to fabricate 

the core replica. The technology of 3D printing itself is revolving with regards to object complexity and 

the resolution of the attainable details, and there are different printing materials suit various applications 

[25].  

Segmentation is an image processing process in which pixels in CT scan slices are splitted to classes of 

objects based on similar attributes [26]. The segmentation accuracy controls the quality and resemblance 

of the replica to their original cores. Segmentation is challenging and aggravating when using a manual 

definite gray-value threshold to separate the pores from grains in the broad grayscale spectrum of the 

scan. Manual adjustment to the separation threshold cause overestimation for pore space and hence the 

sample porosity or vice versa. Figure 1 illustrates a continuous grayscale histogram for all pixels in the 

CT scan slices of the understudy Berea core sample. The continuous grayscale spectrum covers a range 

from 0 to 255 gray-value for pixels with two humps. The left hump is attributed to the pores and the 

right one to the grains' response in the sample scan. No distinct or a well-defined gray value can 

determine the right segmentation threshold.  The selected threshold in Figure 1 represents an example 

of overestimating the pore space in the sample. 
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Figure 2.11: Grayscale histogram for all the CT scan slices of Berea core sample  

Figure 2 explains the continuous gray spectrum in the scan without having a distinct threshold between 

grains’ and pores’ response. One single pixel can spatially cover a grain only (Pixel, P1), a pore only 

(Pixel, P3), or a combination of them (Pixel, P2). Pixel, P2, in Figure 2 does not belong to any of the 

two humps in Figure 1 and situates in between them as a constitute of the continuous middle interval. 

This pixel is a glaring example of manual segmentation errors and cannot be assigned to one binarized 

value (pore or grain). Consequently, we cannot implement object segmentation using pixels’ gray 

intensity without any consideration for its physical representation or the continuity of the object [27]. 

 

Figure 2.12: Manual segmentation error: Pixel, P1, is spatially representing a grain. P3 is 

spatially representing a pore. P2 is spatially representing a combination of a pore and a 

grain. P3 cannot be segmented correctly as a pore or a grain using manual segmentation. 

 Automated Machine Learning Morphological Segmentation 

In a core sample CT scan, two structures of interest, e.g., pores and grains, must be detected for accurate 

3D printing. Pores and grains segmentation can be considered as a classification and clustering machine 

learning problem. As a solution to overcome manual segmentation errors, an MLIPT was used to data-
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mine the sample’s CT scan for segmentation using automated trainable search for grains [28][29]. The 

MLIPT workflow is presented in Figure 3. MLIPT will track the two features in a training set of slices 

based on their gray intensity, texture/grain, and pore morphology, edge detection, location, etc…. A set 

of pixels is selected and labeled to be in one class (Pores or Grains) in the training set. Another set of 

pixels is assigned to the second class or feature. Once MLIPT classifier is trained, it can go through the 

rest of the CT scan slices. 

 

Figure 2.13: Automated machine learning morphological segmentation 

workflow for 3D printing of core samples replicas 

MLIPT detects objects (pores and grains) by tracking their statistical attributes. Assuming MLIPT is 

trained intentionally that a grain covers four neighbor pixels. MLIPT will calculate the minimum, 

maximum, variance, median, entropy, etc. of their gray values. Then it will start tracking similar 

attributes in the rest of the slices’ pixels [30]. Finally, MLIPT will localize and similar pixels with the 

same attributes and cluster them in one group and proceed to repeat the same steps for other classes. The 

training criterion is an initial manual delineation for grain and pore’s group of pixels. Then, the tool 

follows that criteria geostatistically. The training data was 45 CT slices, selected randomly. The 

segmentation quality was judged by the quality of the simulation results in section 6, with a confidence 

training quality of 95%. Figure 4 shows a training slice a grayscale CT scan for the understudy Berea 

core sample (1 inch in diameter) with a resolution of 1024×1024 pixels. The middle picture is prepared 

by a manual segmentation threshold of 170 gray-value, as in Figure 1. White spots represent pores, and 

black ones are assigned for grains. All pixels in the original scan have a gray value from 0 to 170 will 

be classified as pores. That wide range (from 0 to 170) explains the high intensity of pores in the 

segmented picture, which gave a porosity of 30%. The right-hand image is the MLIPT output after 

training classes and classification then clustering the scan. The calculated porosity based on white 

pixels’ intensity to the slice area was 20.01%, which matches the measured porosity of the Berea sample. 
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 Results of Volume reconstruction 

The continuity of a modeled 3D object from a series of 2D discrete CT images is essential for 3D 

printing. Using geostatistics and interpolation algorithms, we developed a workflow for adjusting the 

3D resolution of the CT images; on XY spatial plane and along Z- longitudinal direction.  The discrete 

CT slices were then successfully converted to a continuous volume as shown in Figure 11. Next, the 

methodology proposed by Almetwally (Almetwally and Jabbari, 2019), was used to 3D-print synthetic 

core plugs, using gypsum/sandstone. Finally, the petrophysical properties of the synthetic plug replica 

were measured and compare with the original core properties (see Table 2).  The results show the 

synthetic sandstone plug represents acceptable petrophysical behavior compared to the original Berea 

core sample.   

Table 2.2: Petrophysical properties for original and printed cores 

 Porosity (%) Permeability (mD) 

Original core 20 100 

Printing SS 22 110 

  

Figure 2.15: Workflow of generating synthetic core 

plugs from the original core sample (Berea sandstone) 

 

Figure 2.14: Manual threshold segmentation versus automated machine learning morphological 

segmentation 
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 3D PRINTING 

The next step of the workflow is 3D printing the surface mesh geometry.  A 3D printer does the reverse 

of what we do in preparing a surface mesh file. It starts to slice the generated continuous volumetric 

surface to layers. Then, it uses the printing material (plastics, sandstone, etc.) to follow the solid 

intersections between the horizontal plane and the input volumetric geometry and repeat layer by layer 

from bottom to top. Parameters like layer thickness and printing speed are determined based on the best 

fit for the object, the printing material, and the printing technology. 

In this work, we have tested the proposed workflow of generating representative 3D-printed core plugs 

with print materials, such as common plastic (PLA), polylactic acid, acrylonitrile butadiene styrene 

(ABS), and colored sandstone as shown in Figure 12. In addition to close resemblance of printed cores 

to the original cores, the petrophysical properties of the 3D printed core plugs were then measured (using 

porosimeter and gas permeameter) to test the accuracy of the proposed method and the reliability of the 

produced synthetic core plugs. In fact, the porosity and permeability can reflect the storativity and 

connectivity of the porous system. Table 1 summarizes the results of these measurements. 

Table 2.3: Petrophysical properties for original and printed cores 

 Porosity (%) Permeability (mD) 

Original core 20 100 

Printing SS 22 110 

ABS 15 60 

PLA 25 70 

The permeability measurements were conducted based on Darcy’s Law and by using gas. As the 

permeability data in Table 1 shows, the colored-sandstone synthetic core (using gypsum powder as 

printing material) shows a similar hydraulic behavior (close permeability) to that of the original core.  

The issue in printing with plastics, which resulted in very low permeabilities, is that the material would 

have been melted during the printing. 

 

Figure 2.16: Synthetic 3D-printed core plugs  with 

different printing materials;  plastics (ABS and PLA), 

colored printing sandstone, and original Berea core 
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 Conclusions  

In this work, a general workflow is developed to customize the planar (XY) and longitudinal (Z) 

resolution of CT images to serve the requirements of current technologies of 3D printers for synthetic 

core plug creation and the computer processing capabilities required for that. Image processing tools; 

i.e. polynomial interpolation, and geostatistics tools for quality control; i.e. multi-azimuth variograms, 

are successfully used for this customization and construction of porous replicas for the original core. 

The static storage capacity; porosity, and hydraulic transport capacity; permeability, of the created 

replicas are compared with the original core sample capacities and the following summarizes the 

findings and conclusions of this study: 

• A robust workflow was developed to use the bicubic and linear interpolation to tune the CT-

image attributes, and to use geostatistics for quality control (QC) the image data.  

• A methodology for reducing the XY-resolution was introduced by using the cubic interpolation 

to reduce unnecessary planar details (upscaling/downsampling). This procedure bases the pixel 

generation on pore/grain size and the limitations of the 3D printing machine, which is essential 

for creating representative pore networks of the original core sample.  

• Linear interpolation was implemented to generate intermediate slices between consecutive CT 

images, and to create continuous 3D conceptual volume to be used for mesh generation files 

(i.e. filling in the gaps between discrete CT slices).   

• Geostatistics, through variograms, was utilized to examine the spatial variability of the final 

volume obtained from CT-image interpolation to ensure the isotropy and homogeneity before 

3D printing the core sample final processed mesh file.  

• Following the proposed methodology in this work, we can generate porous 3D-printed core 

replicas, which can represent the pore network and petrophysical/transport properties (porosity 

and permeability) of original core samples. 
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3 Experimental Investigation of 3D Printed Rock Samples 

Replicas 

Laboratory Experiments on rock specimens are designed for understanding and characterizing 

subsurface environment, quantifying potential recovery, and tuning fluid flow models in porous media. 

The spatial variability and reservoirs’ heterogeneities predicate acquiring expensive cores from different 

locations. These experiments are mechanically and petrophysically destructive and cannot be repeated 

or extended on the same core. Replicating core samples with 3D-printing technology innovation 

alleviates the acquiring cost of rock samples and enables experiments repeatability and extension. This 

paper explains the workflow of creating accurate 3D printed core samples replicas using a machine 

learning image processing tool (MLIPT) based on natural cores’ CT scans. In addition to that, an 

extensive experimental investigation was conducted to check the veracity of the similarities between the 

natural samples and their 3D printed replicas. This comprehensive investigation showed that 3D printed 

rock-sample replicas are accurate, inexpensive, and adaptable specimens for laboratory research in the 

oil and gas sector. 

Rock mineralogy heterogeneity in oil and gas reservoirs causes many uncertainties accompanying the 

petrophysical properties population to the whole reservoir models. These uncertainties embed accurate 

petrophysical characterization of rock and fluid interactions and hence the quality of numerical and 

analytical reservoir models. The number of acquired core plugs for laboratory experiments determines 

the quality of a reservoir model. Geomechanics and fluid flow experiments destroy these cores and alter 

their nature; therefore, researchers have to use other cores to extend or repeat their experiments. 

Different cores have different mineralogy and pore network configuration even if they are acquired from 

the same well, formation, and with the same orientation. Pore network geometrical uncertainties also 

are geostatistically challenging in analytical or numerical modeling validation for any experimental 

work [31]. The geometrical uncertainties complicate modeling interpretation of laboratory results. 

Experimental results from different cores will be changed and lack consistency.    

Upstream oil and gas industry research focuses on better understanding and characterizing fluid-rock 

interactions to enhance recovery. Subsurface is a complex system with a great deal of heterogeneity and 

anisotropy at all scales. Over-simplified Fluid flow physics failed to characterize and describe such a 

complex system accurately. Reducing fluid-rock characterization uncertainties using 3D printing is 

beneficial to fundamental research aspects of experimental and modeling efforts in oil and gas research. 

3D printed replicas of core plugs can eliminate those uncertainties [16]. Their spatially invariable 

chemical composition compels rock-fluid interaction to be accurately quantifiable [9]. In addition to 

that, usage of the same geometry file in creating replicas and modeling experiments leads to precise and 

close results to its original core if compared to extended modeling of experiments on different natural 

cores from the same well.  

Advances in 3D bio-fabrication of custom living tissues boosted the geometrical preciseness of 3D 

printing technology using micro to nanomaterials with inert chemical and stable mechanical properties 

[32]. The replicas preciseness in the experimental research is attributed to a well-described pore network 

geometry and the uniformity of the printing material composition. This paper explains the workflow of 

creating accurate 3D printed core samples replicas using a machine learning image processing tool 
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(MLIPT) based on natural cores’ CT scan. The workflow succeeded in tailoring the physical dimensions 

of the samples according to the needs of the experiment setup. An extensive experimental investigation 

was also conducted to check the veracity of the similarities between the natural samples and their 3D 

printed replicas. The experiments were gas porosity and permeability, Nitrogen sorption, MICP 

(Mercury Injection Capillary Pressure), huff-and-puff CO2, and contact angle wettability measurement. 

Finally, a simulation model was built using the MLIPT pore network for the MICP experiment and 

compared with the experimental results. 

 3D Printing Berea Replicas 

Commercial Berea sandstone core sample of 1 inch in diameter and of 1 inch in length is used as a 

reference sample. Berea sandstone is well-sorted, angular, and fine quartz sandstone. Its grain 

composition is mostly Quartz, around 87 to 93% [7]. The measured gas porosity for it was around 20% 

and gas permeability of 100 mD. Figure 5 shows Berea reconstructed 3D volume and the generated 

stereolithography mesh file (*.stl mesh file) after following the workflow presented in Figure 3. 3D 

printing technology and used printing material affect the printing preciseness. 3D printer limitation 

resolution on object details and printing material characteristics cause printing errors. Berea core sample 

was replicated with different materials and 3D printers, as shown in Figure 6. By measuring the 

petrophysical properties of the replicas (porosity and permeability), It was concluded that Gypsum-

based replica is more precise with 22% porosity and 110 mD permeability. A gypsum-based replica was 

3D printed with Gypsum-based powder called “VisiJet_PXL with ColorBond” [33]. The used binding 

chemical was “Instant-cure_ColorBond Infiltrant” [34]. The 3D printer was ProJetx60 series, which 

uses the technology of selective deposition to build the 3D printing layers [35]. 

 3D Printing Berea Replica and Samples Preparation  

A Berea sandstone core sample was CT-scanned to be a base for 3D printing and CO2 huff-n-puff testing 

[7]. The used core was 1.5 inches in diameter and of 2 inches in length. Its measured porosity was around 

20% and its gas permeability of 100 mD. The 3D interpolation workflow was followed to adjust the CT 

scan resolution to match the 3D printing resolution requirements [9]. Image processing tools were 

utilized to segment pores and grains voxels based on the gray-value response in the scan [16]. The 

processed grains/solid points are triangulated to construct the 3D printable volume. The generated 

stereolithography mesh file is conveyed to a ProJetx60 series 3D printer to fabricate the core replica 

[35]. The ProJetx60 printer uses gypsum-based powder, called “VisiJet_PXL,” and a binding chemical, 

called “Instant-cure_ColorBond Infiltrant” which is Acrylic thermoplastic resin-based, for fabricating 

its objects [33] [34]. The created replica had a measured 22% gas porosity and 110 mD gas permeability. 

Figure 4 shows the steps of 3D printing the gypsum-replica starting from CT-scanning its original Berea 

core sample. 
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Figure 3.1: 3D printing the CT-scanned Berea sandstone core sample after reconstructing its 

volume using image processing 

 

Figure 3.2: Automated machine learning morphological segmentation workflow for 3D printing of core 

samples replicas 

 

Figure 3.3: Berea core sample with its replicas created using Gypsum, Resin, PLA, ABS 3D printing 

material and different 3D printers 
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 Experimental Investigation 

Laboratory experiments are conducted on core samples to determine their petrophysical properties. The 

veracity of 3D printed replicas to be used in oil and gas research should be supported with a similarity 

in petrophysical properties with their natural rock samples. Therefore, the focus of this paper will be on 

experiments conducted under the same operating conditions on both the Berea core sample and its 

replica. The similarity criteria will be the fluid content within the pores and fluid transmissibility through 

the core. The quantification of rock-related fundamental parameters like porosity, grains surface area, 

and pore size distribution, and contact angle wettability is the rubric for these criteria through the next 

four experiments. Even the oil recovery from the CO2 huff-n-puff experiment is estimated on both 

samples to support the premise [36].  

 Nitrogen Adsorption - Desorption Experiment 

Measuring porosity and evaluating grains’ texture are essential in understanding oil and gas reservoirs 

and their performance characteristics. Samples with the same physical dimensions perform differently 

if they have differences in grains’ texture and porosity. A physical adsorption/desorption experiment 

can accurately determine these properties. Nitrogen sorption (adsorption-desorption) is a technique used 

to characterize the surface and pore features of core samples [37]. Attributes about specimen texture, 

include pore volume distribution by pore size, surface area, and total pore volume, can be quantified by 

this experiment from the sample’s free space measurements.  

Nitrogen sorption measurements were performed with a Micromeritics 3Flex surface analyzer [38]. It 

uses static volumetric physical adsorption technology [39]. Figure 7 explains the schematic of the static 

volumetric physical adsorption experiment. The experiment starts by the degassing (cleaning and 

preparation) process. For that purpose, using either evacuation or an inert gas purge or heating can help 

to remove the weakly adsorbed molecules. Samples’ free space measurements (porosity, pore-volume, 

surface area, …) in gas sorption experiment are typical gas-phase volume measurements. Gas-phase 

behavior in this experiment is controlled by pressure, available volume, and temperature of the system. 

The apparatus has an empty reference tube for calibration and another tube to accommodate the sample. 

Nitrogen in the coolant area evaporates, and its level changes with time. A static level control system is 

used to keep Nitrogen effectively going up through a wick around the reference tube [40]. The control 

system will ensure keeping the level in the reference tube fixed with minimal changes through the 

experiment. The fixed nitrogen level keeps the start and end conditions of the experiment alike. 

Contrarily, the Nitrogen level in the sample’s tube is monitored for estimating the amount of adsorbed 

gas to the sample at different relative pressures. Relative pressure is calculated by dividing liquid 

Nitrogen pressure in the sample’s tube to the saturation pressure of liquid Nitrogen.  
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Figure 3.4: Nitrogen adsorption-desorption experimental setup using static volumetric physical 

adsorption technology (courtesy of Micrometrics) [38] 

The experiment is typically performed at Nitrogen liquefaction temperature. The adsorbed and desorbed 

quantity of Nitrogen molecules can be estimated from level changes during the experiment in the 

sample’s tube. These quantities are plotted versus relative pressure to generate exclusive adsorption and 

desorption isotherms to the understudy sample [41]. Figure 8 and Figure 9 compare the generated 

isotherms for both the Berea sample and its replica. The two isotherms resemblance can strengthen the 

hypothesis of the potential of using 3D printed replicas in laboratory research experiments. It can also 

be a good indicator to judge the used segmentation algorithms to prepare the replica itself. 

Understanding the physical sorption phases can explain the different isotherm slopes at different 

pressures. The earliest adsorption phase, monolayer adsorption, happens once Nitrogen molecules 

encounter the sample surface, and it gets attracted to grain’s surface by intrinsic surface energy 

(attraction forces between Nitrogen molecules and solid ions) and bound momentarily to that surface. 

The second phase, multilayer adsorption, starts with increasing pressure as the number of molecules 

hitting the surface increases and correspondingly the adsorbed quantity. By applying more pressure, 

multiple layers of Nitrogen molecules on a sample’s grains are created. This process continues until, 

ultimately, pores are filled and grains’ surface is completely covered (pore filling phase). The adsorption 

energy is minimal; thus, adsorbed molecules can be easily removed/desorbed by decreasing the pressure 

or by increasing the temperature (desorption phase). Each adsorption phase has its characteristics and 

follows different analysis models, e.g., early monolayer phase follows Langmuir linear equation. There 

are six types of adsorption isotherms associated with different textures of solids, according to Brunauer–

Emmett–Teller (BET) classification [42]. Both samples surprisingly showed exact adsorption isotherm 

type; “Type II” [43]. Both of them did not show any hysteresis between the adsorption and desorption 

branches. Isotherms don't reveal hysteresis effect when samples have relatively large pores. 
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Figure 3.5: Nitrogen Adsorption-Desorption 

isotherms for Berea core sample  

Figure 3.6: Nitrogen Adsorption-Desorption 

isotherms for the Gypsum replica 

3.2.1.1 Mono-layer Adsorption Analysis: Specific Area Using Langmuir Adsorption 

Model 

Early adsorption linear data points belong to the monolayer origination phase around the grains [44]. 

That part of the data fits a linear model called Langmuir adsorption isotherm [45]. Equation 1 conveys 

the Langmuir model, demonstrating that the adsorbed Nitrogen quantity reciprocal (1/ qa) is following 

a linear relationship with pressure [37].  

𝑝

𝑞𝑎
=

1

𝑞𝑚𝑏
+

𝑝

𝑞𝑚
 (3.1) 

Where P is the equilibrium pressure in mmHg, qa is the quantity of adsorbed gas at a specific pressure 

in cm3/g STP, qm is the quantity of gas required to produce a monolayer in cm3/g STP, and b is Langmuir 

model constant in 1/mmHg. Figure 10 and Figure 11 shows a linear graph of (p/ qa) versus p for both 

samples. The linear relationship slope is used to estimate qm, and Y-intercept is used to determine 

Langmuir constant; b. Berea sample has a larger estimated monolayer adsorbent quantity, qm, or a gentle 

Langmuir model slope compared to its replica steep slope. The explanation for that is referred to as 

sandstone grains larger surface area compared to the 3D printing gypsum power grains surface area. 

  

Figure 3.7: Langmuir surface area analysis for the 

Berea core sample 

Figure 3.8: Langmuir surface area analysis 

for the Gypsum replica 
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3.2.1.2 Multi-layer Adsorption Analysis: Specific Area Using BET Adsorption Model  

Multi-layer phase data points have a horizontal plateau after the linear mono-layer data. Brunauer–

Emmett–Teller (BET) model is widely used to describe the extended mono-layer interval to the multi-

layer portion [46]. Equation 2 is presenting the linearized form of the BET model. 

1

𝑞𝑎((
𝑝0

𝑃
) − 1)

=
1

𝑞𝑚𝐶
+

𝐶 − 1

𝑞𝑚𝐶
𝑝/𝑝0 

(3.2) 

C is a dimensionless constant associated with the adsorption energy between the adsorbent layers and 

the sample. Adsorption isotherm data, which conforms to the BET model, is used in a linear plot between 

the left-hand side of Equation 2 and relative pressure (p/p0) to estimate qm and C. Surface area can be 

determined from that plat with low relative pressures (below value of 0.4) [47]. Figure 12 and Figure 13 

show the fitted BET model for both samples. The BET model plot is consistent with the Langmuir model 

about estimating a larger mono-layer adsorbent quantity, qm, for Berea. 

  

Figure 3.9:  BET surface area analysis for the Berea 

core sample 

Figure 3.10:  BET surface area analysis for the 

Gypsum replica 

Grains' specific surface area, in (m²/g), can be estimated using qm for both models (Langmuir and BET) 

using Equation 3 [45].  

Specific Surface Area =
𝑞𝑚 𝜎 𝑁𝑎

𝑚
 (3.3) 

Where σ is the area occupied by each molecule in the case of Nitrogen at liquid Nitrogen temperature, 

the molecular area equals 0.162 nm2/molecule for Nitrogen, Na is Avogadro's number or 6.0221415 × 

1023 molecule/mole, and m is the molar mass of Nitrogen (m3/mol). Table 1 shows the Langmuir and 

BET calculated specific surface areas for both samples.  

3.2.1.3 Filled Pores Adsorption Analysis: External Area Using t-plot 

The pore space, which can be filled after the multi-layer phase, whereas micro-pores have already filled 

by the adsorption, are larger pores like meso-, macro- pores, or grains' exterior surface. The further 

isotherm data after the plateau of the multi-layer formation phase contribute to larger pore space-filling. 

The t-Plot method is developed by Lippens and De Boer to quantify this external area.  Simply, it is a 

linear plot of adsorbed quantity (qa) versus the estimated layer thickness (t) around the grains. The 

thickness t is calculated by Harkins and Jura equation (Equation 4) [48][49].  
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𝑡 =  [ 13.99 / ( 0.034 −  𝑙𝑜𝑔(𝑃/𝑃𝑜) ) ] ^ 0.5 (3.4) 

The t-Plot linear range lies between the mono-layer phase data and the capillary condensation phase. t-

plot linear slope, qa/t, is equal to that external area of the grains per one gram. Figure 14 and Figure 15 

show the resulted t-plot for both samples. The results of the t-plot analysis are appended to Table 1. 

Negative results for both samples confirm that both samples have pores of the same micro-scale. No 

larger size pores in the samples are present.  

 
 

Figure 3.11: External Area estimation using t-plot 

analysis for Berea core sample 

Figure 3.12: External Area estimation using t-

plot analysis for the Gypsum replica 

3.2.1.4 Pore Volume Estimation 

Porosity determination needs both full adsorption and desorption isotherm data to determine the flip 

point. The pores should be filled with Nitrogen, not only a layer or multiple layers. The last few points 

of the adsorption isotherm represent the pores being filled. The total pore volume and hence the porosity 

of the sample can be estimated by converting the final cumulative adsorbed quantity to the total pore 

volume by applying Gurvitch rule (Equation 5) [50].  

𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑟𝑒 𝑉𝑜𝑙𝑢𝑚𝑒 =  
34.67 𝑚𝑙𝑙𝑖𝑞𝑢𝑖𝑑

𝑚𝑜𝑙𝑔𝑎𝑙
𝑞𝑎𝑇𝑜𝑡𝑎𝑙 (3.5) 

Where 
34.67 𝑚𝑙𝑙𝑖𝑞𝑢𝑖𝑑

𝑚𝑜𝑙𝑔𝑎𝑙
=

1.5468 𝑥 10−3𝑚𝑙𝑙𝑖𝑞𝑢𝑖𝑑

𝑐𝑚𝑔𝑎𝑙
3   The calculation results of pore volume reported in Table 1 

show a higher pore volume of Berea, which confirms the presence of non-connected pores in the 3D 

printed replica. The remaining binding materials block these non-connected pores.  

  Pore Volume and Surface Area Distribution Using BJH Equation 

 The final adsorption phase is the capillary condensation, which happens after all pores are filled with 

Nitrogen. For this phase, pore volume distribution (d(Vp )/d(dp), cm3/ g nm) or surface area distribution 

(d(S)/d(dp), m2/g nm) can be correlated with pores’ radius distribution as proposed by Barrett, Joyner, 

and Halenda (BJH) [51]. The cylindrical pore radius (rp) is modeled as a function of the adsorbed layer 

thickness (t) and relative pressure, as given by the Kelvin capillary condensation equation (Equation 6). 

qa can be tabulated against rp using this equation. For the capillary condensation phase, this tabulation 

represents the nitrogen amount to fill all the pores by condensation. BJH proposed that the derivative of 

this relationship (d qa/d rp) can give the pore volume distribution. 

St. Line t-Plot Data:  Q = 0.0674 (T) - 0.1536
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𝑟𝑝  =  𝑡 − 4.5/𝑙𝑜𝑔(𝑃/𝑃𝑜) (3.6) 

Pore volume, as mentioned in the previous section, is estimated from qa, and by assuming cylindrical 

pore radii. The BJH surface area distribution and the cumulative surface area are calculated as in 

Equation 7 and Equation 8.  Finally, The average diameter can be calculated from the surface area and 

pore volume for cylindrical pore radii using Equation 9 [51].  

𝑆 =  2𝑉𝑝/𝑟𝑝 (3.7) 

𝑆𝑐𝑢𝑚  =  2∑𝑉𝑝
 
/∑ 𝑟𝑝 (3.8) 

 𝑑𝑎𝑣 = 4𝑉𝑝/𝑆 (3.9) 

Figure 16 (left and right) and Figure 17 (left and right) show pore and surface area distribution by BJH 

adsorption and desorption respectively method for both samples. The results of BJH analysis are 

appended to Table 1. The distribution characteristics and the trends for both samples are the same but 

with different intensities considering the smaller Gypsum grain size. 

 
 

Figure 3.13: Pore volume and surface area distribution estimation using BJH analysis for adsorption 

data of Berea core sample and its Gypsum replica 

 
 

Figure 3.14: Pore volume and surface area distribution estimation using BJH analysis for desorption 

data of Berea core sample and its Gypsum replica 

The samples’ texture (Specific Area, External Area, Pore Volume and Surface Area Distribution, and 

Porosity) is fully quantified using Nitrogen adsorption, and the differences between the original Berea 

core sample and its replica are presented in Table 1. 
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Table 3.1: Nitrogen Adsorption-Desorption Isotherms Analysis 

 Berea Core 

Sample 

3D Printed 

Replica 

Surface Area   

Langmuir/Single point surface area at P/Po = 0.300423811: 0.9578 m²/g 0.2271 m²/g 

BET Surface Area: 0.6107 m²/g 0.1437 m²/g 

t-Plot Surface Area: (-ve) m²/g (-ve) m²/g 

Pore Volume   

Single point desorption total pore volume of pores      

less than 1,934.646 Å diameter at P/Po = 0.990000000: 0.004104  cm³/g 0.000872 cm³/g 

Pore Size   

Desorption average pore diameter (4V/A by BET): 260.2191 Å 224.7210  

 CO2 Huff and Puff Experiment 

Figure 18 shows the dry Berea core sample and its gypsum 3D printed replica. Both samples were 

saturated for one day with crude Bakken oil after being vacuumed [52]. The purity of the Gypsum replica 

enhances the clarity of the oil saturation effect on the core sample as shown in Figure 19. The samples 

were soaked for 6 hours in a core flooding holder at three different CO2 injection pressures of 800, 1200, 

and 3500 psi, and under different temperatures of 70, 120, and 220 °F.  CO2 was injected as a gas, 

immiscible liquid/gas, and in a miscible super-critical phase. The oil recovery was estimated by 

calculating the weight difference between samples before and after each CO2 injection cycle. Another 

used method to determine the oil recovery was by measuring the recovered oil weight.  

 

 
 

Figure 3.15: Dry Berea core sample and its gypsum 

replica 

Figure 3.16: Saturated Berea core sample and its 

gypsum replica  

 

Figure 20 to Figure 22 show the samples after each cycle of CO2 injection. It is noticeable the clarity of 

the CO2 effect on the 3D printed replica. The 3D printed sample has no impurities in its material, which 

eliminates deviation in the expected recovery results with CO2. 3D printed cores showed its 

effectiveness as an ideal choice for experimental work because we can generate as many synthetic core 

samples as we want at a low cost. Therefore, we afford to destroy a core replica and break it along a 

Berea Core 

Sample

3D Printed 

Replica Saturated Berea 

Core Sample

Saturated 3D 

Printed Replica
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lateral and longitudinal plane as shown in Figure 23 and Figure 3.21 (left and right). Observing the 

interior of the cores after the CO2 injection helps us to physically and visually check the effect of CO2 

on oil recovery inside the core. We cannot break a real core sample as it is expensive to acquire another 

core with close characteristics, but with 3D printed cores, we can do that and continue the experiment 

on another similar replica.   

  

Figure 3.17: Samples after CO2 injection at 

800 psi 

Figure 3.18: Samples after CO2 injection at 

1200 psi 

  

Figure 3.19: Samples after CO2 injection at 

3500 psi 

Figure 3.20: Lateral and longitudinal breaking 

for the 3D printed core sample to check the 

effect of CO2 

  

Figure 3.21: CO2 huff and puff injection effect on the 3D printed core sample 

Figure 25 and Figure 26 provide a comparison between oil recovery from Berea and synthetic core 

samples. A notable result was that temperature affected, to some extent, the recovery from the synthetic 

replica compared to its original Berea sample. The temperature profoundly affects oil properties, e.g., 

oil viscosity and interfacial tension, but, in the presence of material impurities, that effect will be 

diminished. Another explanation for that phenomenon is the removal of the blocked binding materials 

with temperature, which increases the connectivity between pores and hence the recovery. It is also 

noted that the maximum recovery form the 3D printed core sample has reached about 80% after 3500 

psi but 60% for the Berea sample. 
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Figure 3.22:  Berea core sample oil recovery 

after CO2 huff and puff injection 

Figure 3.23:  Synthetic 3D printed replica core 

sample oil recovery after CO2 huff and puff 

injection 

 Contact Angle Wettability Experiment 

The state of wettability dictates the amount of recovery as a response to CO2 injection. Therefore, after 

each CO2 injection cycle, wettability chips were used to measure the contact angle wettability. The 

contact angle wettability measurements were conducted using a high-resolution ramé-hart camera 

integrated with a high-pressure sample chamber and illumination system [53]. The sample chips, as 

shown in Figure 27, were used to reflect the core material's response to the exposure to CO2. Figure 28 

and Figure 29 show that CO2 has altered the wettability of the 3D printed replica from intermediate to 

strongly water-wet and very repulsive to oil.  On the other hand, the wettability of the Berea sample did 

not change drastically for the cases before and after CO2 injection. Core sample mineralogy plays a 

significant role in determining the recovery response from the sample. The3D-printed chip surface 

repulsion to oil minimizes the rock/fluid interaction, which is ideal for studying fluid flow and transport 

phenomena in porous media. That is considered as a beneficial outcome since generating valid analytical 

and numerical models for fluid flow in porous media requires idealized porous media with a minimum 

number of factors or uncertain parameters. Therefore, synthetic core samples created from CT scans and 

image processing with uniform composition and known pore network can be robust, accurate, 

affordable, and, most importantly, a time-saving replacement for actual and repetitive core sampling 

from a formation.  

 

Figure 3.24: Wettability chips from Berea sample and its 

gypsum replica 
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Figure 3.25:  Examples from wettability 

measurement for Berea before and after soaking 

in CO2 

Figure 3.26: Examples from wettability measurement 

for Berea 3D printed replica before and after soaking 

in CO2 

 Mercury Injection Capillary Pressure (MICP) Experiment 

Mercury porosimetry is an experimental technique from which we can infer information about pore 

sizes, pore volumes, and pores’ areas within a solid sample [54]. With some additional analysis, the 

technique can also be used to calculate bulk density, skeletal density, and porosity, and it can even be 

extended to measure permeability, pore tortuosity, and sample compressibility [55]. We used 60,000 psi 

AutoPore IV Mercury Porosimeter from Micromeritics [56]. AutoPore IV 9520 can cover the pore 

diameter range from 360 to 0.003 µm. It has four low-pressure sample ports and two high-pressure 

chambers. Figure 30 demonstrates the MICP experiment schematic. The pressure is implemented to 

force mercury to intrude on the sample pores. The volume of intruded Mercury, and hence Mercury 

saturation, is reported versus a wide range of applied pressures. By increasing the applied pressure in 

appropriate increments, we can generate an intrusion curve or MICP capillary pressure curve of Mercury 

intrusion pressure against water saturation (complementary of Mercury saturation).  

 

Figure 3.27:  Mercury injection capillary pressure (MICP) experiment schematic 

The American society for testing and materials published the procedure of MICP experimental testing 

as a standard protocol [57]. In that protocol, intrusion volume is correlated with the remaining mercury 

volume in the penetrometer stem, which is measured by electrical capacitance changes. Figure 31 and 

Figure 32 illustrate the difference between MICP capillary curve for Berea and its replica. That 

difference is referred to the difference in pore size distribution between the two samples. High intrusion 

pressures are noted for the replica, which confirms the presence of non-connected pores.   
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Figure 3.28: MICP capillary pressure curve for 

Berea sandstone sample 

Figure 3.29: MICP capillary pressure curve for 

the Gypsum replica 

MICP pore size distribution is another sample characteristic which can be inferred from the experiment. 

Because Mercury is a non-wetting fluid to most materials and has a high surface tension, its contact 

angle and curvature radius are used to convert the intrusion pressure to the corresponding pore diameter 

by applying Washburn's equation (Equation 10) [58]. In that equation, the required pressure to intrude 

mercury into a pore is inversely proportional to the size of the pore. 

𝐷 =  2𝛾 cos 𝜃 /𝑃 (3.10) 

Where D is the pore diameter in microns, γ is the surface tension of mercury (485 dynes/cm), θ is the 

contact angle of mercury (130°), and P is the applied pressure in psi. By knowing the contact angle and 

the surface tension of mercury, precise control, and measure for the applied pressure can be used to 

calculate the corresponding pore sizes after loading the sample into a MICP penetrator. Figure 33 and 

Figure 34 show the resulted pore size distribution for Berea and its replica. IUPAC set ranges of macro-

, meso- and micropores, which are greater the 50 microns for macropores, from 2 to 50 microns for 

mesopores, and less than 2 microns for micropores [7]. Berea sample had an incremental intrusion 

volume peak around a diameter of 10 microns. On the other hand, not only the replica showed the same 

diameter, which confirms the quality of 3D printing but also showed another peak of 0.01 micron of the 

non-connected pores. These non-connected pores are intruded, in the crushed sample, at higher pressures 

and increase the estimated MICP porosity for the sample.   

  

Figure 3.30: MICP capillary pressure curve for 

Berea sandstone sample 

Figure 3.31: MICP capillary pressure 

curve for Gypsum replica sample 
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Sample bulk density can be calculated by weighting the sample after low-pressure MICP run using 

Equation 11.[55] 

ρ𝑏 =
𝑊𝑠 

𝑉𝑝 − (
𝑊𝑎 − 𝑊𝑝 − 𝑊𝑠

ρ𝐻𝐺
) − 𝐶𝑣

 
(3.11) 

Where ρb (g/cm3) is the bulk density, Ws is the sample weight in g, Vp is the penetrometer volume in 

cm3, Wa is the apparatus with the sample weight in g, Wp is the empty penetrometer weight in g, ρHg is 

mercury density in g/cm3, and Cv is the conformance volume in cm3. Ultimately, porosity is calculated 

once the mercury injection has concluded at a high MICP pressure of around 60,000 psi using Equation 

12 [55].  

Φ = (𝑃𝑉𝐻𝑔 − 𝐶𝑣) ∗  
ρ𝑏 

𝑊𝑠
 (3.12) 

Where PVHg is the total injected mercury volume at 60,000 psi in mL or cm3.  Additionally, the 

skeletal/grain density (ρg) in g/cm3 can be calculated as a function of bulk volume (BVHg) in cm3 as in 

Equation 13 [55].  

ρ𝑔 =
𝑊𝑠 

 

(𝐵𝑉𝐻𝑔 − 𝑃𝑉𝐻𝑔)
    𝑤ℎ𝑒𝑟𝑒 𝐵𝑉𝐻𝑔 =

𝑊𝑠 
 

ρ𝑏
 (3.13) 

The MICP results are tabulated in Table 2 for both samples (Berea and its replica). The results confirm 

that the 3D printed replica has a higher porosity because of the non-connected pores. Contrarily, less 

replica porosity, in the Nitrogen sorption experiment, is referred to the low-pressure range of Nitrogen 

intrusion.   

Table 3.2: MICP Results 

  Berea Core Sample 3D Printed Replica 

Total Intrusion Volume = mL/g    0.0635    0.1886 

Total Pore Area = m²/g      0.528     20.835 

Median Pore Diameter (Volume) = µm     4.2201    12.6677 

Median Pore Diameter (Area) = µm     0.0784     0.0080 

Average Pore Diameter (4V/A) = µm     0.4805     0.0362 

Bulk Density at      1.93 psia = g/mL    2.2524    1.5218 

Apparent (skeletal) Density at  59972.16 psia = g/mL    2.6281    2.1344 

Porosity = %   14.2973   28.6984 

Stem Volume Used = %  32  28 

 Conclusion 

The following can summarize the outcomes of this work: 
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• 3D printed rock-samples replicas can represent the original pore network of core samples for 

hydrocarbon recovery experiments. Under the conditions of known geometry (pore network) 

and wettability (core material) of 3D printed replicas, there are a few factors and uncertainties 

which may affect the CO2/oil/rock interactions. 

• For 3D printing core samples, the most used method in pores/grains segmentation and building 

pore network models is manual segmentation. Simulation and experimental investigation 

showed that manual segmentation of CT scans might fail to mimic the original core sample 

responses. The reason is attributed to the indistinctive assignment of pixels in the scan to their 

corresponding pore and grains.  

• In this work, an automated machine learning segmentation algorithm was utilized to create a 

virtual 3D printable object from a CT scan of a Berea core sample to replicate the original 

sample accurately. 

• Nitrogen adsorption-desorption experiment was used to compare the actual physical texture of 

the Berea core sample and its created gypsum replica, including surface area, pore-volume, pore 

throats, and their distributions. Different isotherm phases, e.g., linear Langumiar, BET multi-

layer, and capillary condensation, were analyzed to reflect the pore texture for both samples.  

• MICP experiment was conducted to infer information about pore size distribution, pore 

volumes, and pores’ areas for both samples.  

• Digital rock physics software was used to simulate the MICP experiments with two different 

segmentation algorithms. The comparison showed that the automated machine learning 

segmentation could produce 3D-printed core replicas and pore network models effectively 

compared to manual segmentation. 

• CO2 huff-and-puff experiment was conducted on the Berea core sample and its replica. Even 

though both samples had similar porosity and permeability, the recoveries were different, which 

explained by the impact of different core material on CO2-medium interactions. The 

complicated mineralogy of the natural core sample (Berea) reduced the oil recovery while the 

3D printed replica presented higher recovery due to its uniform gypsum-powder material. 3D 

printed replicas also proved their ability to withstand very high experimental pressures and 

temperatures. 

• The maximum CO2 oil-recovery occurred above miscibility pressure and at the highest 

temperature. The purity of the 3D printed replica enhances the effect of CO2 injection pressure 

and temperature on the recovery process, which referred to replicas’ strong water wettability. 

By using the 3D printed core samples, we were able to visually examine the interior of the 

samples to study the impact of CO2 from a huff-n-puff process. 

• Gypsum replica’s wettability, as measured in the lab, was found to be strongly water-wet and 

had a repulsive surface to hydrocarbon, which makes it an ideal choice for experimental research 

if minimal interactions between rock and hydrocarbon (low residual oil saturation; Sor) are 

desired. 
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4 Numerical Simulation Based on a Reconstructed CT Scan 

Numerical simulation and experimental research of fluid flow in porous media enhance the practices of 

petroleum reservoirs’ management. Experiments on acquired reservoir-rock samples are conducted for 

accurate characterization and realization of the insitu hydrocarbon reserves. Implementing precise 

numerical simulation of those experiments is crucial to acquire accurate conclusions from the obtained 

experimental results. Coreflooding experiments quantify reservoir rock’s storage capacity, measure its 

transport connectivity, and evaluate recovery methods' effectiveness for that rock. In this paper, a 

reconstruction image-processing workflow of cores’ CT scan is developed to build a finite difference 

numerical model for simulating coreflooding experiments. In a transient coreflooding experiment, a 

controlled pressure pulse with a known frequency and amplitude is transmitted to the rock sample. Rock 

permeability can be quantified by analytically solving the diffusivity flow equation for that experiment. 

Simulating the transient permeability experiment is very sensitive to the level of details of the pores’ 

structure described in the numerical model. A transient permeability experiment with two different 

transient modes, sinusoidal oscillation, and pulse decay, was conducted on a standard Berea core sample. 

The Berea CT scan was image-processed to reconstruct the static porosity and permeability model in 

Petrel software using a 3D variogram geostatistical population. Injection and production sources were 

assigned to the finite gridblock, which correspond to flow nozzles of injection and production 

coreflooding setup’s heads. Scheduled flow and controlled-pressure boundary-conditions were imposed 

on the dynamic model. Eclipse simulator was used to solve the dynamic model and calculate the pressure 

in each gridblock. The outlet pressure was calculated at each time step by three different realization 

approaches for porosity and permeability, i.e., from experiments, from statistical analysis for the CT 

scan, and by the proposed image processing workflow.  The simulated outlet pressure from the prosed 

workflow matched ideally, with a Pearson correlation coefficient of 0.98 and 0.99, the recorded one in 

the two experiments compared to underestimated or overestimated outlet pressure from the other two 

traditional realization approaches, i.e., statistical or experimental. 

 Porosity and Permeability Estimation Using Image Processing for 

Samples’ CT Scan  

The CT scan slices reflect the local anatomical configuration of the core sample [59]. Therefore, An 

image processing algorithm is proposed for estimating samples’ porosity and permeability from a CT 

scan. Pores and grains are segmented using their pixels’ grayscale response in each slice [30]. A 

particular grayscale threshold is selected to separate pores from grains based on the whole scan’s color 

histogram [16]. After segmentation, pores’ pixels are converted from grayscale to porosity scale with a 

linear relationship, e.g.,  zero-grayscale pixels become 2D square units with 100 % porosity, one-

grayscale pixels (255 on a grayscale color code) become 0 % porosity units, and in between zero and 

one pixels will be scaled linearly to their corresponding 2D units. Then, the areal 3D volumetric fractions 

are calculated to give porosity for each 3D voxel in the scan. From that porosity 3D cloud, permeability 

for each 3D porosity voxel can be estimated using Kozeny-Carman correlation as a function of porosity 

as shown by Equation (4) [60]. 

𝑘 = 𝑐
𝜙3𝑆2

(1 − 𝜙)2
 (4.1) 
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Where ϕ is the porosity of local voxels, S is the average grain diameter, and c is a unity proportionality 

factor [mD/mm2]. 

The generated cloud of porosity and permeability data precisely defines the local heterogeneities at a 

very small scale, i.e., Microscale. The usefulness of estimating the petrophysical properties at that small 

scale is accurately reflecting local heterogeneities in coreflooding numerical models. Consequently, the 

resolution attributes of the converted scan should be adjusted/upscaled to match the numerical model 

grid configuration.  The attributes to be tweaked are the scan’s 2D XY resolution (i.e., images’ height 

and width or the number of pixels in each direction) and Z resolution (i.e., slices number along with the 

sample) [9]. The original XY and Z resolutions should be upscaled because of computational power 

limitations to handle the equivalent numerical model. The upscaling process should honor representing 

the pore network of the sample. Therefore, coreflooding model finite gridblocks will be constructed to 

have the dimensions of upscaled pixels that are close to the average size of the sample’s pore throats.  

Figure 3 explains the upscaling criteria and the relation between the coreflooding model gridblocks’ 

dimensions and grains’ size. 

 

Figure 4.1: Finite volume grid dimensions are chosen to conform to the grain size   

 The used sample, in this work, is a standard commercial Berea sandstone core sample (Figure 4). Its 

dimensions are 1.5-inches in diameter and 2-inches in length, and its measured gas-porosimeter porosity 

and gas-permeameter permeability are 20% and 100 mD, respectively. Berea sandstone has a uniform 

mineral composition of 87 to 93% quartz, 3 to 9% feldspar, 0.5 to 3% dolomite, and 0.5 to 7% clays by 

volume [7]. Berea sandstone is homogenous and well-sorted with a pore throat diameter of is ranging 

from 50 to 150 µm.  
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Figure 4.2: Original Berea sandstone core plug (1.5 inches in diameter and 2 inches in length) 

The optimum upscaled dimensions are selected to be 0.1 mm (100 µm) by 0.1 mm based on the average 

pore throat diameter of the Berea sample. The original CT scan images had an XY-resolution of 2084 x 

2084 pixels, and it is upscaled (i.e., downsampled) 40 times, which resulted in a scan resolution of 52 x 

52 pixels. After downsampling, one pixel covers an area of ~0.1-1 mm by 0.1-1 mm, as shown in Figure 

5. The upscaling process is conducted by a simple mathematical interpolation to reach the required 

dimensions, i.e., width, height, and scan depth [61]. A discretized bicubic interpolation algorithm was 

used to conduct the XY-resolution upscaling [62]. The algorithm generates a 2D XY-smoothed 

regressed polynomial spline function of the third degree (Equation (5)). Sixteen adjacent pixels, 

indexed by xi and yj and i, j is from 0 to 3, are upscaled to create one new upscaled pixel. The regression 

coefficients, aij, are used to generate the new equivalent grayscale value of the new pixels. 

 

Figure 4.3: One upscaled CT pixel will be equivalent to one coreflooding simulation gridblock and in 

the same size dimensions. 

𝑓(𝑥, 𝑦) = ∑∑𝑎𝑖𝑗𝑥
𝑖𝑦𝑗

3

𝑗=0

3

𝑖=0

 (4.2) 

A simple linear interpolation was employed to upscale the z-resolution from 1000 slice to 70 slices to 

keep the same aspect ratio of the XY-resolution. The linear Z-interpolation is implemented on the 

grayscale values of consecutive pixels.  Then, the generated upscaled in-between pixels are combined 
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CT Slice

Upscaled 

CT Slice

Model 

Grids

One upscaled CT pixel will be equivalent to one 

gridblock and in the same size dimensions.



Chapter 4 – Numerical Simulation Based on a Reconstructed CT Scan 48 

   

 

to construct new hypothetical slices. Figure 6 (a and b) shows the final processed scan-stack, seventy 

CT slices, before and after applying the areal bicubic interpolation. This upscaled scan will be used to 

populate porosity and permeability data for the corresponding layers in the simulation model. 

 

  

a. Original CT slices before upscaling its grayscale value b. CT slices after upscaling its grayscale value using bicubic 

interpolation 

Figure 4.4: Berea CT scan before and after upscaling its XY-resolution using bicubic interpolation 

 Constructing a Static Porosity and Permeability Static Model 

A static model is a set of finite grids that represents the studied system architecture, such as its geometry 

and the static distribution of petrophysical properties like porosity and permeability [63]. Each grid is a 

small volume that has unique values for fluid, rock, fluid/rock properties, which reflect the geological 

structure of the system at this point in space. Petrel™, Schlumberger geologic modeling software suite, 

was used to build the static model based on the CT scan of the Berea sample. The following steps were 

followed to construct the 3D skeleton/static model in Petrel™.   

  Defining the Areal Extension and Boundaries of the Sample’s Skeleton  

The used Berea sample is a perfect cylinder with a diameter of 1.5 inches; therefore, a circular boundary 

was defined as a 2D boundary for the model. As shown in Figure 7, a reasonable number of bounding 

points wae defined to delineate the boundary circle. These points represent geometry restriction nodes 

for the constructed Cartesian mesh of the model. The number of boundary nodes is selected considering 

a tradeoff compromise between the model complexity, i.e., fewer points, and the boundary roundness, 

i.e., more points, to be as close as possible to the Berea sample.   
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Figure 4.5: Circular boundary has the diameter of the core sample 

  Cartesian Meshing the Horizontal Section to the Required Dimensions 

The 2D number of grids, in the static model, should match the upscaled CT images’ XY-resolution, i.e., 

the upscaled number of pixels. Each grid will be equivalent to one upscaled pixel, as explained in Figure 

5. Gridding is a tradeoff balance between computational power limitations, solution stability, and 

geometrical complexity. The chosen gridding system is a structured uniform Cartesian gridding which 

cannot track curved boundaries. Figure 8 depicts this issue of trimming a part of the circular boundary, 

but on the other hand, other unstructured gridding systems, e.g., hybrid Cartesian-cylindrical gridding, 

cause matrix solvers’ stability and conversion issues.  

 

Figure 4.6: Meshing inside the circular boundary with a grid dimension of a sandstone grain 
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  Extruding the Meshed Top Horizon Middle and Bottom Horizons 

3D Coreflooding models require representing the studied sample’s volume with consecutive layers of 

gridblocks. These layers are contained between meshed horizons; therefore,  the 2D meshed top horizon 

is extruded to other 2D horizons, i.e., middle and bottom, in Z-direction. For a perfect cylindrical core 

sample, the three horizons have the same grid configuration, and coordinates expect for Z-coordinate as 

per Figure 9. The length of the Berea sample is 2 inches so that the top horizon is defined at zero Z-

depth, the middle horizon is at (-ve) 1-inch depth, and the bottom one will be at (-ve) 2-inch depth. 

 

 

Figure 4.7: Extending the 2D meshed top horizon to middle and bottom horizons 

  Converting Meshed Horizons to Continuous Surfaces 

Layering the coreflooding model, in Petrel, requires converting the three horizons to continuous surfaces 

to reflect the actual geologic topology of the sample. The fourth step (Figure 10) enables including 

layers’ structure contour maps in the model. For core scale simulation, samples are represented with 

continuous horizontal surfaces as they are perfect cylinders, and there are no structural changes. 

 

 

Figure 4.8: Converting top, middle, and bottom horizons to continuous surfaces 
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  Model Vertical Layering  

The number of layers, which is determined by the defined layer thickness, is controlled by the average 

grain size, as explained in Figure 5. Layers’ thickness was selected to generate seventy layers 

corresponding to the seventy upscaled CT scan slices. The final skeletal Cartesian-configuration of the 

model is shown in Figure 11, in which the number of grids in each direction, i.e., Nx*Ny*Nz, equals 

48*48*70, the number of total gridblocks is 161280, the number of active gridblocks is 129080, and the 

number of non-active gridblocks is 32200. Non-active gridblocks are the grids which are allocated 

outside the physical dimensions of the model or inside it but with zero porosity [64].  

 

 

Figure 4.9: Vertical layering between the surfaces to construct final model 3D Skeleton 

 

  Geostatistical Populating the CT Scan-processed Porosity and 

Permeability  

The upscaled CT porosity is populated to the 3D skeleton using a 3D multi-azimuth variogram. A 

variogram is a function that is used to fit a spatial correlation for an observed phenomenon, e.g., porosity 

[65]. A 3D variogram is mathematically defined by the difference between the spatial variance of the 

phenomenon value at two locations(s1 and s2). Given distance h, which separates s1 and s2, the 

semivariogram, γ (h), half the variogram, is defined in Equation (6) [66]. 

  

𝛾(ℎ) =
1

2𝑉
∭[𝑓(𝑀 + ℎ) − 𝑓(𝑀)]2𝑑𝑉

 

𝑉

 (4.3) 

Where M is a location in the cloud V, and f (M) is the value of the phenomenon at that location. CT 

Porosity was uploaded to Petrel as a cloud-data (x, y, z, and porosity value for each CT scan pixel). 

Nx*Ny*Nz = 48*48*70

Number of total gridblocks is 161280.

Number of active gridblocks is 129080.

Number of non-active gridblocks is 32200.

Inserting 70 

Layers Between 

the 3 Surfaces

Non-Active Cells Active Cells
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Populating these data to the 3D skeleton requires three different variograms, aka, 3D multi-azimuth 

variogram. The first horizontal variogram represents the major horizontal anisotropy, and the second 

one is perpendicular to that major anisotropy direction. The third one is generated in the 

vertical/longitudinal direction. The fitting attributes, for the three variograms, reflect the porosity spatial 

variability. These attributes are variability type (exponential, spherical, or Gaussian.), sill (The steady 

limit of the variogram), nugget (variogram’s jump at its origin), range, and anisotropy direction [67]. 

Table 1 summarizes the obtained attributes for the three variograms. Figure 12 (a and b) shows that the 

best spatial-fitted correlation was a Gaussian variogram model, while the variogram iso-value contour 

map shows an isotropic spatial variability around the core center. After populating the porosity to the 

model, the Kozeny-Carman correlation (Equation (4)) was used to generate the permeability model 

from the populated porosity model. Finally, Figure 13 summarizes all the steps of generating a static 

model for a core sample based on its CT scan. 

Table 4.1: 3D variogram descriptive parameters 

Variogram Type Sill Nugget Range 

Major Gaussian 0.5872 0.4128 0.019 

Minor Gaussian 0.5872 0.4128 0.019 

Vertical Gaussian 0.7893 0.6325 0.05 

 

  

a. The 3D variogram generated for the CT-scan 

data using a commercial simulator 

b. The variogram map generated for the 

processed CT-scan data, using a commercial 

simulator 

Figure 4.10:  Geostatistical multi-azimuth variogram and variogram map for porosity population 
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Figure 4.11: Steps of generating a static model for a core sample based on its CT scan 

 Modeling Transient Oscillating and Pulse Decay Permeability 

Experiment 

Laboratory petroleum-related research provides reliable support for managerial decisions about 

developing oil and gas reservoirs [68]. Experiments like corefloodings are performed to experimentally 

simulate fluid flow in subsurface porous media under controlled conditions [69]. Corefloodings 

experiments enable predicting hydrocarbon recovery at early development stages and studying the 

feasible development options. Samples’ petrophysical characterization is crucial to be conducted before 

analyzing coreflooding results and building their numerical models. The petrophysical characterization 

is a quantification for samples’ hydraulic-flow properties [70]. Absolute permeability is a fundamental 

intrinsic flow-property that reflects samples’ transport capacity and hence has a priority to be quantified 

precisely to build accurate coreflooding numerical models [71].  

Permeability measurement techniques are categorized into steady-state and unsteady-state; transient 

techniques [72]. In the steady-state method, either a constant pressure difference or a constant flow rate 

is applied, and permeability is calculated from Darcy’s law [73]. Tight samples will take a long 

stabilization time in steady-state experiments with high induced stress, which might affect the structure 

of the pore network. Transient methods with gases like Nitrogen are recommended for low permeability 

samples [74]. Notwithstanding its effectiveness, using gases has a problem of slippage and temperature 

sensitivity. Liquids, e.g., water, operate effectively in case of no interaction with samples minerals.  

Permeability determination using transient methods showed its effectiveness, especially for tight 

samples where permeability can be units of Nano Darcies [75]. In a transient permeability experiment, 
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the input-end pressure is controlled and used to transmit time-dependent transient pressure-pulses to the 

sample [76]. Predefined amplitudes and phase settings control these transient pulses. Analytical solution 

for the diffusivity equation is used to estimate samples’ permeability, given the recorded inlet and outlet 

pressures, sample dimensions, and pulse attributes. i.e., amplitude and phase [77]. Despite its accuracy, 

the estimated single-value permeability is derived from a simplified analytical solution with a 

dependency on the experiment conditions, i.e., pressure, temperature, and used fluid [78]. That bulk 

permeability ignores the effects of local heterogeneities inside the sample. Building coreflooding 

numerical models based on a single-value permeability/porosity can mislead the results’ interpretation 

and causes a deviation from recovery profiles.  

In this paper, a generic numerical model for coreflooding experiments is built based on an alternative 

realization approach for porosity and permeability rather than a single-value based approach. That 

approach is a realization for the local porosity and permeability by image processing samples’ CT scans 

to track their local heterogeneities. The workflow starts with constructing the numerical model skeleton, 

i.e., boundaries and surfaces. Then, a fine 3D Cartesian grid is fashioned to represent the model’s finite 

units on which governing flow equations will be applied. After that, gray-scale pixels in the CT scan are 

digitally binarized to a scale from 0 to 255 color code to segment the pore space. The binarized cloud of 

pixels is upscaled using 3D interpolation techniques and converted to an equivalent cloud of porosity 

data. The permeability cloud is consequently generated the porosity cloud by an empirical correlation. 

Geostatistical tools, i.e., 3D variograms and kriging algorithms in Petrel software, are used to populate 

porosity and permeability data to corresponding grids [79].  

The generated static model is integrated with source nodes, i.e., injection and production, which are 

allocated to reflect the experiment’s heads nozzles. The sources are defined with controls/constrains 

over local pressures and rates with time according to transient permeability experiment setup, e.g., 

sinusoidal pressure wave. For all gridblocks in the system, the diffusivity flow equations are discretized 

by finite difference technique, and Eclipse reservoir simulator is used to solve the created system of 

equations for pressure [80]. The simulated pressure is compared with the recorded experimental 

pressures.  

 Experimental Setup and Procedure of Transient Measurements for 

Permeability  

AutoLab-1500 experimental setup by New England Research Inc. was used for performing the transient 

permeability experiment [81]. Figure 1 shows the apparatus and its conceptual diagram of flow and 

controls. The core sample is placed inside a flexible rubber sleeve to enable applying confining pressure. 

The sleeve connects the sample to two cap heads with axial ports and circular grooves for distributing 

the used fluid, e.g., water to sample’s entire surface. The sample holder is mounted into a vessel to be 

surrounded with hydrostatically confining mineral oil. A servo-controlled hydraulic intensifier controls 

upstream pressure while a miniature transducer monitors downstream pressure. The downstream 

transducer is attached to a small pocket as a downstream controlling volume of 0.63 cc.  

The loading procedure starts with placing the core holder inside the vessel. The confining pressure is 

increased gradually to the desired level, which must be higher than the upstream pressure. After 

stabilization, pressurizing the upstream line, to the desired level, starts with a closed valve to the sample. 
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The downstream pressure should be constant at the atmospheric pressure if there is no leakage from the 

upstream line to the core; otherwise, there are integrity issues and a communication problem in the 

system. The transient pulse settings are defined based on the sample tightness. Tight samples require 

high-pressure pulse amplitude at low frequencies. Upstream pressure and downstream pressure are 

monitored and recorded when the upstream valve is opened. 

Transient pressure pulses can be in the form of oscillating waves (a periodic function of time) or decay 

pulses [72]. During the experiment, the downstream pressure response follows the upstream source, e.g., 

a sinusoidal wave, with attenuated amplitude and a phase shift. Samples’ permeability is calculated from 

the analytical solution of diffusivity equation using the ratio of upstream and downstream amplitudes 

and phase shift between the two waves [82,83]. The oscillating method has the advantage of being 

relatively short and can be used to estimate samples’ porosity [84]. In the pressure-pulse decay method, 

a pressure pulse is supplied to make a sudden pressure difference in the sample until equilibrium [85]. 

The pulse decay method is considerably shorter compared to any other method. Figure 2 summarizes 

the relationship between the upstream and downstream pressure in the three methods of permeability 

laboratory measurement. 

 

Figure 4.12: Schematic of AutoLab 1500 apparatus’ pressure vessel, which is designed to perform 

transient permeability experiments on courtesy of New England Research (NER), Inc. [81][86] 
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Figure 4.13: Types of transient waves in permeability measurement [87] 

 Analytical Solution 

The downstream response in a transient permeability experiment is mainly controlled by permeability 

and specific storage [82]. Kranz et al. developed an analytical solution for the flow equation as a method 

for measuring hydraulic diffusivity. Fischer discussed the theoretical background, design considerations, 

and data analysis in transient permeability experiments in detail [83]. Bernabé et al. rearranged the 

analytical solution formulation to be a function of two parameters, i.e., amplitude attenuation and phase 

shift [77]. These two parameters are exclusive for samples with different permeability and porosity. The 

final solution form gives an estimate for dimensionless permeability and dimensionless porosity. The 

most simplified form of the analytical solution to correlate the downstream pressure response, pout, with 

samples’ rock properties is given by Equation (1) [72]. 

 

𝑝𝑜𝑢𝑡 = 𝑝𝑖𝑛(1 − 𝑒−𝑘𝑡/𝑚) 
(4.4) 

Where pin is the pressure of amplitude at a time, t=0,  m is a dependent constant on fluid properties and 

sample geometry, and k is the sample’s permeability. Sinusoidal perturbation transfers Equation (1) 

from the time domain to the frequency domain, and it gives Equation (2) and Equation (3) [72].  

 

𝐴𝑟 = (1 + 𝜔2𝑚2𝑘−2)−1/2 (4.5) 

Ф = 𝑡𝑎𝑛−1(
𝑘

𝜔𝑚
) 

(4.6) 
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Where Ar is the amplitude ratio between pin and pout, Ф is the phase shift between them, and ω is the 

angular transfer frequency of the amplitude ratio at each time. Samples’ permeability can be estimated 

using either the amplitude ratio or the phase shift equation. 

Analytical estimation for permeability has limitations because of its assumptions and experiment setup constrains. 

For instance, it is affected by errors in readings caused by temperature changes, gas slippage effects, sensor errors, 

and laboratory noise [88]. Along with that, the assumptions of samples’ homogeneity and isotropy are not valid in 

cases like shale formations due to the presence of lamination and the existence of induced or natural fractures. 

There are practical limitations on downstream reservoir volume, which impose constraints on high permeability 

samples with storage effects. The downstream capacity should be big enough to cover the impact of sample storage 

effects. Samples with a permeability of 1 mD to 100 mD will equilibrate in a few tenths of a second. Thus, to 

successfully estimate permeability for such core, the upstream transient pulse must be executed in milliseconds, 

which is not feasible for a hydraulic control system to achieve. 

 Constructing the Coreflooding Dynamic Model 

Dynamic modeling of coreflooding experiments comes after static petrophysical modeling by including 

external flow sources, defining the initial conditions of the experiment, and setting the boundary 

conditions of the system. Simulating a coreflooding experiment requires a detailed description of the 

injection and production cap-grooves’ configuration to guarantee a realistic representation of the flow 

paths. Injection grooves are defined as a well’s completion nodes, as per Petrel and Eclipse simulator 

terminology, in layer-one and same for production grooves, but their nodes were in layer-seventy. Petrel 

defines those nodes as multilateral wells with three completion laterals, as shown in Figure 14. The 

bottom-hole pressure of the injection nodes is scheduled versus time to be similar to Pin, in the actual 

experiment. The producer pressure is left uncontrolled to be matched latter versus the recorded 

experimental Pout. By including the control schedule, the system is completed to simulate the actual 

coreflooding experiment by solving the differential diffusivity equation numerically. The diffusivity 

flow equation, in its discretized finite-difference form, is used to predict the pressure distribution through 

the experiment [89].     
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Figure 4.14: Wells (producer and injector) completion in the model based on heads 

configuration 

 Finite Difference Model 

The finite-difference model is a numerical-approximation to discretize the derivatives in the flow 

equations using Taylor’s series [90]. Discretized derivatives convert partial differential equations to 

algebraic equations. Those equations can be simultaneously and iteratively solved to estimate the new 

pressure distributions at further time steps using matrix solvers. Equation (7) represents the discretized 

form for a single-phase, i.e., water, flow equation to be implemented on each grid in the 3D dynamic 

model [91].  

∑Tij
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kw

μwBw
)ij
n+1 (∅wj
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ni

j=1

=
Vbi

∆t
((

ϕ
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)
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n+1

− (
ϕ 

Bw
)
i

n

) + qwi
n+1 

(4.7) 

Where T, 𝑘, μ, B, ∅, Vb 
, ∆t, ϕ, and qw 

 are grid transmissibility, permeability, viscosity, formation 

volume factor, fluid potential, pore-volume, time step, porosity, and external sink or source, 

respectively.  

The generated finite-difference system of equations was solved for three scenarios of porosity and permeability 

realizations to show the significance of the CT processing workflow. With the same static skeleton and dynamic 

model, These scenarios are: 

Completion Gridblocks

Injector Head

Producer Head

Injector 

Completion in 

The 1st Layer

Injector

Multilateral Injection Well 

with 3 Completion Legs (1, 

2, & 3)
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A. The traditional approach, in which unique values for porosity, 20 % measured by a gas porosimeter, and 

for permeameter, 100 mD measured by a gas permeameter, were assigned to all gridblocks 

B. A statistical approach, in which unique values for porosity, 33 %, and permeameter, 175 mD, were 

assigned to all gridblocks. These values are inferred from the statistical analysis, mean values, of the 

processed CT-scan porosity, and permeability slices. Table 2 and Figure 15 demonstrate the statistical 

attributes and the frequency histogram for the processed CT-scan porosity and permeability. As 

mentioned earlier, permeability is dependent on porosity and hence has a similar frequency distribution.     

C. Proposed image processing approach of the samples’ CT-scan for assigning actual local porosity and 

permeability to gridblocks  

Figure 16 shows a layer with different realizations for porosity.  

Table 4.2: Image-processed CT-scan porosity and permeability statistical analysis 

 

 

Figure 4.15: Frequency histogram of Berea sandstone processed CT-Scan porosity 
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Figure 4.16: Approaches of porosity realization for coreflooding modeling 

 Results and Validation Versus Experimental Results 

The ability of the constructed coreflooding dynamic-model, to accurately describe the core sample 

structure based on CT scan image processing, should be tested. The transient permeability experiment 

has multiple advantages to be used as a validation base for the proposed workflow. These advantages 

are: 

1. Eliminating capillarity effects by using single-phase fluid, e.g., water, flooded in a standard 

water-wet sandstone,  

2. Reducing fluid-compressibility effects by using incompressible fluid, e.g., water, and 

3. Reflecting local-heterogeneities effects with transient pressure-waves and monitoring the 

instantaneous changes in the samples’ responses 

Figure 17 shows the simulation results, i.e., Pout, of the three realization approaches for two transient 

experiments, i.e., Sinusoidal oscillating pressure wave and spike pulse decay. There was no phase shift 

between Pout and Pin due to the high permeability of the sample. The experimental realization for porosity 

and permeability underestimated Pout in the two experiments. Contrarily, the statistical approach 

overestimated Pout. The CT scan approach precisely tracked the recorded uncontrolled Pout the producer 

head during both tests. As shown in Figure 18 and Figure 19, the relative variance ((Recorded-

Simulated)/Recorded) between each recorded Pout and the corresponding simulated pressure ranged 

between -2% and 5% for the two experiments. Pearson correlation coefficient was 0.98 and 0.99, 

calculated as the covariance of the recoded and simulated outlet pressure data of both experiments 

divided by their standard deviation product [92]. The simulated outlet pressure from the prosed 

workflow matched ideally, with the recorded one in the two experiments compared to underestimated 

or overestimated outlet pressure from the other two traditional realization approaches, i.e., statistical or 

experimental. That match, in pressure response and distribution (see Figure 20), is referred to its ability 

to reflect the local-heterogeneities effects. 
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Figure 4.17: Simulation Results of transient permeability experiment (Left: Oscillating 

Sinusoidal Pressure, Right: Pulse Decay Method) using three realization approaches 

 

Figure 4.18: Comparing recorded Pout with its corresponding simulated Pout and presenting 

the relative variance for the oscillating sinusoidal transient experiment 

 

Figure 4.19: Comparing recorded Pout with its corresponding simulated Pout and 

presenting the relative variance for the pulse decay transient experiment  
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Figure 4.20: Pressure distribution, for the three realizations, approaches, in the production layer 

after 30 seconds in the oscillation experiment    

 CO2 Huff-n-Puff Experimentation and Numerical Simulation for 3D 

Printed Rock Samples 

3D printed rock samples advance the experimental research of fluid flow physics in the petroleum 

industry. 3D printed replicas can be flexibly tailored to different experimental setups, in addition to the 

low cost of creation with uniform materials. The conducted experiments, on 3D printed samples, have 

less geometrical uncertainties, which is related to the accurately described structure of the pore network.  

The difficulties of describing fluid-rock interaction are diminished because of the compositional 

uniformity of the 3D-printing material. Therefore, 3D printed replicas were used, in this paper, to 

demonstrate the CO2 effects on oil recovery through a huff and puff experiment. The CT scan of a Berea 

core sample was reconstructed using image processing to prepare a 3D printable object. The two 

samples, i.e., the 3D printed gypsum replica and its original Berea core sample, were inserted 

simultaneously in a newly designed experimental setup to conduct the huff and puff experiment under 

the same conditions.  The oil recovery was reported at three different CO2 injection pressures and 

temperatures. After running the experiment, the synthetic core sample was broken laterally and 

longitudinally to examine the CO2 action in the sample visually. As a pioneer study, the CO2 effect on 

a 3D-printed core sample was pictured, which can be used to explain the physics of CO2 diffusion in 

porous media. Finally, a supporting simulation model was created based on the CT scan to simulate the 

experiment. The simulation results matched the recovery results for the 3D printed replica and generated 

oil composition cross-sections similar to the pictured ones. 

1. Introduction 

Subsurface hydrocarbon reservoirs are considered as complex systems because of their heterogeneity 

and anisotropy at all scales, i.e., core, well, and reservoir scale [93] [94]. There are many uncertainties 

and challenges in describing a reservoir due to its non-uniformity from one point to another [95]. 
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Reservoirs’ future performance is predicted based on the simplified physics of fluid flow in porous 

media, which are implemented on the characterized rock-fluid system of the reservoir [96] [97]. 

Characterization uncertainties reduce the quality of performance prediction and impede the deep 

understanding of rock-fluid interaction phenomena [98]. Downhole core samples are acquired for 

experiments and characterization purposes [99]. The conducted experiments are simulated with the same 

physics with an underlying assumption, which is the uniformity of the understudy system at that small 

scale [100]. Unfortunately, that assumption is not always valid at any scale and led to the failure of lab-

scale mathematical models to regenerate full-scale performance, especially for unconventional 

reservoirs [101].  

3D printing technology was introduced to the experimental research of the oil and gas industry to reduce 

the characterization uncertainties [102] [103]. 3D printers’ geometrical preciseness was boosted by the 

need to fabricate synthetic living organs using 3D printing technology [104] [105] [32]. The printing 

materials are chemically inert and have stable mechanical properties [106] [107]. Along with that, 3D 

printed replicas are cheap to create compared to the expensive cores and easily reproduced for 

destructive experiments [108]. Because of the spatially invariable composition of 3D printed replicas, 

the rock-fluid interaction can be accurately quantified in simulating the conducted experiments on them. 

Moreover, using the same geometry file in creating replicas and simulating experiments, leads to 

accurate characterization and matching results, which simplify the tuning process of the mathematical 

models. Therefore, investigating hydrocarbon-recovery responses of the 3D printed replicas’ is a must 

for understanding the physics of fluid flow in porous media.  

CO2 huff-n-puff is preferred as an EOR technique for most reservoirs for numerous technical, economic, 

and environmental merits [109] [110]. Technically, CO2 miscibility with oil enables reducing the 

residual saturation of unrecovered reserves [111] [112]. CO2 is capable of wettability alteration and 

interfacial tension changes, which represent a substantial restriction for oil mobility [113]. CO2 

redundancy, from point-source coal-fired power stations, is a significant economic advantage [114]. 

This advantage aligns with the globally increasing demands of controlling greenhouse gas emissions 

[115]. CO2 huff-n-puff is utilized where full-scale CO2 EOR is not amenable in situations like minimal 

natural fracture network around the wellbore or compartmentalized formations with strong water drive 

[116]. The process of applying cyclical CO2 huff-n-puff to stimulate aging wells is conducted by 

injecting the designed CO2 quantity till the required pressure into the well, followed by shutting the well 

for the predetermined soaking time, finally resuming production and monitoring recoverable 

hydrocarbons [117]. This cycle is repeated until it is not profitable to pursue, and CO2 is not capable of 

recovering more oil. 

In this paper, a newly designed experimental setup was used to simulate the CO2 huff-n-puff process. 

The setup is designed to handle multiple samples simultaneously under the same conditions of pressure, 

temperature, and CO2 injection. By leveraging the multiple-samples testing capability, an experiment of 

CO2 huff-n-puff on a Berea core sample and its 3D printed replicas simultaneously [118].  The creation 

steps of 3D printed replica are presented as an image processing workflow for the CT scan of the Berea 

core sample. The reconstructed 3D-volume of the CT scan was utilized for 3D printing the replica, along 

with that, was used as a base for constructing the static and a dynamic model for simulating the CO2 

huff-n-puff. 3D geostatistical interpolation and kriging tools converted the grayscale voxels of the CT 
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scan to definite porosity and permeability values for the simulation model gridblocks. The gridblocks 

represented the static model of the system which was integrated with a fluid model of the compositional 

behavior of the hydrocarbon-CO2 components using the Peng–Robinson equation of state [119]. Finally, 

the static and fluid model was integrated with a conforming numerical pseudo-CO2 gas aquifer model 

with a pressure of the injection pressure of the CO2 huff-n-puff experiment. The pseudo-CO2 gas aquifer 

pressure was scheduled according to the cyclicity of injection/soaking/production of the experiment. 

The dynamic compositional model was solved by Eclipse reservoir simulator [120]. Finally, the 

simulated recovery, pressures, and residual hydrocarbon crosssections were compared with the recorded 

experimental ones from the experiment. 

 CO2 Huff-n-Puff Experimental Setup 

In a CO2 huff-n-puff process, the selected well acts as an injector during the injection phase. CO2 pushes 

the movable oil and water away from the near-wellbore region and bypasses the unmovable residual oil 

[121]. Pushing water to further locations in the reservoir reduces its saturation near the wellbore region, 

which increases the oil relative permeability [122]. Reservoir pressure is increased during the injection 

phase which drives oil competently later. During the soaking phase, CO2 diffuses into the contact oil 

and activates the main huff-n-puff mechanism of viscosity reduction, oil swelling, reduction of 

interfacial tension, increasing water wettability, CO2 solubility into the water, and solution gas drive 

[123]. The mass transfer of oil light/medium components into CO2 happens in the soaking period. Such 

components are recovered from CO2 during the production phase when the well is switched to act as a 

producer. The production pressure drops and movable water drive and flush the swelled oil toward the 

producer. Figure 1 shows a conceptual diagram for horizontal well with multi-stage transverse hydraulic 

fractures. 

 

Figure 4.21: Conceptual diagram of CO2 huff-n-puff for horizontal well with multi-stage transverse 

hydraulically fractures 

The setup used in the Huff-n-Puff test is presented in Figure 2 and its schematic in Figure 3. The Huff-

n-Puff setup consists of two vessels. The left one is used to encompass the test samples while the other 

vessel contains the CO2 and used for pressurizing it. The two vessels are installed in an oven to control 
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the temperature of the experiment. The two vessels are connected with a CO2 accumulator as a source 

for CO2. The syringe pump is used to pressurize the CO2 in the vessel by injecting water to push the 

piston upward. After pressurization to the specified level, CO2 is transferred to the samples’ vessel by 

opening the valves in between the two vessels. All valves and the reciprocating pumps are controlled 

and monitored with the data acquisition system by pressure transducers and a feedback loop connected 

to the real-time monitoring platform.   

The Huff-n-Puff experiment procedure starts with samples’ saturation. The samples are cleaned using 

toluene in the Dean-Stark distillation apparatus then dried for 24 hrs in a 120 ◦C desiccator oven. The 

dried samples are weighted to use their measured weights later in porosity estimations and recovery 

calculations. A vacuum pump is connected to the samples’ vessel and used to evacuate the vapor from 

the samples’ pores for 6 hrs. After that, the oil is flushed from the oil-filled/CO2 vessel to the samples’ 

vessel. The oil is pressurized to 3000 psi and was maintained for at least 24 hrs. The aging process was 

long enough to saturate both samples without changing the initial wettability conditions. Then, the 

samples are taken out and weighted to register the saturation weight. The samples are now fully saturated 

with oil (100%). The samples are reinstalled in their vessel, and all lines are vacuumed to start injecting 

CO2. For one CO2 huff-n-puff cycle, The CO2 is injected for 1 to 30 min, and once the desired pressure 

and temperature are reached, all valves are closed to stop pistons from moving, and CO2 is left to react 

with core samples for a 6 hrs soaking time. Then, the pressure is depleted gradually for 6 hrs with a rate 

of 20 psi/min till reaching the atmospheric pressure. The samples are weighed after each cycle, and the 

next CO2 injection cycle starts immediately with the same procedure. The recovery is estimated 

experimentally by Equation 1.  

𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =
𝑊𝑎𝑓𝑡𝑒𝑟 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 − 𝑊𝑑𝑟𝑦

𝑊𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑 − 𝑊𝑑𝑟𝑦

 (4.8) 

 

 

Figure 4.22: CO2 huff-n-puff experimental setup and its control system 
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Figure 4.23: Schematic diagram for the CO2 huff-n-puff setup for testing multi samples (Berea core 

sample and its replica) 

 Constructing a Finite Difference Simulation Model for CO2 Huff-n-Puff 

Experiment 

Core samples 3D printing enhances the preciseness of characterizing the understudy specimen in any 

petroleum-related experiment. Another valuable advantage that comes out from introducing 3D printing 

to oil and gas research, is that simulating models will be based on the same reconstructed CT scan for 

creating the sample itself. These simulation models will diminish any geometrical uncertainties and 

hence lead to accurate simulation results. Finite difference simulation for coreflooding experiments 

consists of two parts a static and a dynamic model of the sample [124]. A static model is composed of 

finite grids/volumes that reflect the core architecture, such as its structural geometry and petrophysical 

distribution in terms of porosity and absolute permeability [63]. Petrel™, Schlumberger’s geologic-

modeling suite, was utilized to construct the static model of the Berea sample and its gypsum replica 

based on their CT scan [125]. 

 The skeleton of the model static was defined as a perfect cylinder considering the geometry of the Berea 

sample. That skeleton was meshed with a 3D Cartesian grid that has a grid dimension matching the 

upscaled CT voxels used in 3D printing. The number of layers in the model also matched the number of 

CT scan slices. The final skeletal Cartesian-configuration was 48*48*70 grid in each direction (161280 

gridblock). The number of active-gridblocks was 129080, while for non-active gridblocks was 32200. 

Non-active gridblocks are allocated outside the model's physical dimensions with allocated zero 

porosity-value [64]. The upscaled CT grayscales voxels were normalized and converted to a porosity 

cloud using image processing, e.g., zero-grayscale voxels (a pore voxel) become a 100 % porosity 

gridblock and one-grayscale voxels (A sandstone grain voxel, 255 on a grayscale color code) become 0 

% porosity gridblock. That porosity cloud was uploaded to the model and geostatistically populated 

using a 3D multi-azimuth variogram/kriging tools in Petrel to the 3D model [65]. The Kozeny-Carman 

permeability correlation (Equation 2) was implemented to the populated porosity model to generate the 
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static absolute permeability model [60].  Figure 5 summarizes the construction steps of the static 

simulation model for the Berea core sample and its gypsum replica based on their CT scan. 

 

𝑘 = 𝑐
𝜙3𝑆2

(1 − 𝜙)2
 (4.9) 

 

Where ϕ is the porosity of the gridblock, S is the average sandstone grain diameter, and c is a 

proportionality factor [mD/mm2]. 

 
 

Figure 4.24: Steps of generating a static model for a core sample based on its CT scan 

 Mathematical Formulation of CO2 Huff-n-Puff Experiment 

The compositional mass-balance was used to characterize the variation of mass distribution in the vapor 

and liquid phases thermodynamically through the CO2 huff-n-puff experiment [126] [110]. The used 

implicit 1-D finite difference form of the flow equation is represented by Equation 3 for a gridblock 𝑖 

[127]. The flow equation along with the thermodynamic auxiliary equations are solved for all grid blocks 

to estimate the new pressure and compositional distribution for all components, 𝑚 = 1,2,… , 𝑛𝑐, at a 

new time level 𝑛 + 1 [128]. Since the cores were dried, the water equation and water unknowns, i.e., 

water pressure 𝑝𝑤  and water saturation 𝑆𝑤 were excluded. The system is composed of a set of 

(2𝑛𝑐 + 4) ∗ 𝐼 nonlinear equations in (2𝑛𝑐 + 4) ∗ 𝐼  unknowns where 𝑛𝑐 is the number of components 

in the fluid model, and 𝐼 is the number of grids in the model. The unknowns, for  each gridblock; 𝑖, are 

the oil and gas pressure and the mole fractions in each phase, i.e., 

(𝑝𝑜, 𝑝𝑔 , 𝑆𝑜, 𝑆𝑔, 𝑥1, 𝑥2, … , 𝑥𝑛𝑐 , 𝑦1, 𝑦2, … , 𝑦𝑛𝑐)𝑖. The (2𝑛𝑐 + 4) equations, for each gridblock; 𝑖, are the 𝑛𝑐 

mass balance equations for each component (Equation 3) and the 𝑛𝑐 thermodynamic fugacity balance 

(Equation 4) for each component between the liquid and vapor phase, a constraint sum equation of 

mole fractions in the liquid phase (Equation 5),  a constraint sum equation of mole fractions in the gas 
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phase (Equation 6), a constraint sum equation of saturations (Equation 7), and finally the capillarity 

relationship between pressures (Equation 8) [127].   

∆[𝑀𝑜
𝑚 𝑇𝑜(∆𝑝𝑜 − ∆𝑝𝑐𝑔𝑜 − 𝛾0∆𝐷)]

𝑖

𝑛+1
+ ∆[𝑀 𝑔

𝑚𝑇𝑔(∆𝑝𝑔 − 𝛾𝑔∆𝐷)]
𝑖

𝑛+1

+ (𝑥𝑚𝜌𝑜𝑞𝑜 + 𝑦𝑚𝜌𝑔𝑞𝑔)𝑖
𝑛+1 =

𝑉𝑟𝑖

∆𝑡
∆𝑡[∅(𝑥𝑚𝜌𝑜𝑆𝑜 + 𝑦𝑚𝜌𝑔𝑆𝑔)]

𝑖
 

(4.10) 

(𝑓𝑔
𝑚
)
𝑖

𝑛+1 = (𝑓𝑜𝑚)
𝑖
𝑛+1

 (4.11) 

(∑ 𝑥𝑚

𝑛𝑐

𝑚=1

)

𝑖

𝑛+1

= 1 (4.12) 

(∑ 𝑦
𝑚

𝑛𝑐

𝑚=1

)

𝑖

𝑛+1

= 1 (4.13) 

(𝑆𝑜 + 𝑆𝑔)𝑖

𝑛+1 = 1 (4.14) 

𝑃𝑐𝑔𝑜,𝑖
𝑛+1 = 𝑝

𝑔,𝑖
𝑛+1 − 𝑝

𝑜,𝑖
𝑛+1 (4.15) 

 

The counters are 𝑖 = 1, 2, …… . . , 𝐼 (𝑔𝑟𝑖𝑑), 𝑛 = 0, 1, 2, …… ., 𝑡 (𝑡𝑖𝑚𝑒 𝑙𝑒𝑣𝑒𝑙) and 𝑚 =

1, 2,… , 𝑛𝑐  (𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡). The generalized mobility, in Equation 3, is defined by 𝑀𝑝
𝑐 = 𝑥𝑝

𝑐  𝑘𝑟𝑝(𝑆𝑝)
𝜌𝑝

 

𝜇𝑝
 

where 𝑀𝑝
𝑚 is the generalized mobility of a component m in phase p, e.g., subscript; o for oil and 

subscript; g for gas, 𝑥𝑝
𝑐 is the mole fraction of component c in a phase p, 𝑘𝑟𝑝 is the relative permeability 

of phase p, 𝑆𝑝 is the saturation of phase p, 𝜌𝑝
  is the molar density of phase p, 𝜇𝑝 is the viscosity of phase 

p, 𝑇  is the geometrical transmissibility for a gridblock; 𝑖, ∆𝑝  is the pressure difference between two 

adjacent gridblocks, 𝛾  is the phase specific gravity, ∆𝐷 is the depth difference between two adjacent 

gridblocks, 𝑓 is the component fugacity, 𝑥𝑚 is the m-component mole fraction in liquid phase, 𝑦𝑚 is the 

m-component mole fraction in vapor phase, 𝑞𝑜,𝑔 is the oil or gas external source, 𝑉𝑟𝑖 is the gridblock 

bulk volume, ∆𝑡 is the time step, ∅ is the gridblock porosity, 𝑆𝑜,𝑔 is the oil or gas saturation, and finally, 

𝑃𝑐 is the capillary pressure as a function of oil saturation.  

4.4.3.1 Solution Algorithm 

Newton-Raphson algorithm was used to solve the reduced residual form of Equation 3 to Equation 8 

[129]. The equations’ residuals should be minimized iteratively by the unknowns’ perturbation till 

reaching zeros. Newton-Raphson arrangement is given by Equation 9 and the Jacobian residual 

derivatives matrix, for a gridblock; 𝑖, is presented by Equation 10, being [𝐽] the 𝑛𝑐 * 𝑛𝑐 Jacobian matrix, 

or matrix of derivatives, 𝜕𝑈  is the vector of change in the unknowns, (𝜕𝑈 
(2𝑛𝑐+2)1, 𝜕𝑈 

2, … , 𝜕𝑈 
𝐼)

𝑇 and 

the (2𝑛𝑐 + 2) sub-vector for each gridblock; 𝜕𝑈𝑖 =

(𝜕𝑝𝑜, 𝜕𝑆𝑔, 𝜕𝑥1, 𝜕𝑥2, … , 𝜕𝑥𝑛𝑐−1, 𝜕𝑦2, 𝜕𝑦3, … , 𝜕𝑦𝑛𝑐)𝑖
𝑇

 
, 𝐹 is the vector of residuals (𝐹(2𝑛𝑐+2)1, 𝐹2, … , 𝐹𝐼)

𝑇, 

and 𝑣 = 0, 1, 2, … (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑙𝑒𝑣𝑒𝑙). Considering that 𝜕𝑣+1 represents the change of the unknowns, 

𝜕𝑈𝑣+1 = 𝑈𝑣+1 − 𝑈𝑣, over an iteration; 𝑣 + 1. After reaching the equilibrium and conversion, the gas 

pressure; 𝑝𝑔 and oil saturation; 𝑆𝑜 calculated from  Equation 7 and Equation 8. Also, the 𝑥𝑛𝑐 is Equation 

5 and 𝑦1 is Equation 6 [130] [127] [129].       
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[𝐽]𝑣𝜕𝑈𝑣+1 = −𝐹𝑣 (4.16) 
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(4.17) 

4.4.3.2 Thermodynamic Balance from Equation of State  

The thermodynamic distribution of insitu components among phases is inferred from Equation 4 or 

fugacity equation. The fugacity of a chemical component, c, in a phase, i.e., 𝑝 = 𝑜, 𝑔, is given by 

Equation 11 [119].  

𝑓
𝑝
𝑐 = 𝑝

𝑝
 𝑥𝑝

𝑐 𝛹𝑝
𝑐  (4.18) 

Where 𝑝𝑝 is calculated from the Peng and Robinson equation of state, 𝑥𝑝
𝑐 is the mole fraction of 

component c in a phase p, and 𝛹𝑝
𝑐 is the fugacity coefficient which can be estimated from Equation 12 

[131]. 

ln 𝛹𝑝
𝑐 =  

𝑏𝑐

𝑏𝑝

 (𝑍𝑝 − 1) − ln(𝑍𝑝 − 𝐵𝑝)

−
𝐴𝑝

2√2𝐵𝑝

(
2

𝑎𝑝

∑  𝑥𝑝
𝑙  (1 − 𝛫𝑙

𝑐)√𝑎𝑐
 𝑎

𝑙

𝑛𝑐

𝑙=1

−
𝑏𝑐

𝑏𝑝

) . 𝑙𝑛 (
𝑍𝑝 + (1 + √2)𝐵𝑝

𝑍𝑝 − (1 − √2)𝐵𝑝

) 

(4.19) 

Where 𝛫𝑙
𝑐 is the binary interaction constant between components 𝑐 and 𝑙, The EOS mixing principle is 

used to  estimate 𝑏𝑝 = ∑  𝑥𝑝
𝑐 𝑏𝑐𝑛𝑐

𝑐=1 , 𝑎𝑝 = ∑ ∑  𝑥𝑝
𝑐  𝑥𝑝

𝑙 (1 − 𝛫𝑙
𝑐)√𝑎𝑐

 𝑎
𝑙𝑛𝑐

𝑙=1
𝑛𝑐
𝑚=1 , 𝑎𝑐 =

0.45724 𝛼𝑐 𝑅2 𝑇𝐶
𝑐2

𝑃𝐶
𝑐 , 𝑏𝑐 = 0.077796

𝑅  𝑇𝐶
𝑐

𝑃𝐶
𝑐 , such that 𝑅 is the universal gas constant, T is the temperature, 

𝑇𝐶
𝑐 and 𝑃𝐶

𝑐 are the critical temperature and pressure of a component c, 𝛼𝑐 = (1 + (0.37464 +

1.5423 𝜔𝑐
 − 0.26992 𝜔𝑐2

 

 
) [1 −

√𝑇

√𝑇𝐶
𝑐 
])

2

, 𝑇 is the temperature and  𝜔𝑐 is the acentric factor of 

components c. PR EOS, Equation 13, and its cubic equation, Equation 14, are solved iteratively to 

estimate 𝑝𝑝, 𝑍𝑝
 , and the deviation Factors; 𝐴𝑝 =

𝑎𝑝𝑝𝑝

𝑅2𝑇2 , 𝐵𝑝 =
𝑏𝑝𝑝𝑝

𝑅 𝑇  [129].  
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𝑝
𝑝

=
𝑅𝑇

𝑉𝑝−𝑏𝑝
−

𝑎𝑝(𝑇)

𝑉𝑝(𝑉𝑝+𝑏𝑝)+𝑏𝑝(𝑉𝑝−𝑏𝑝)
 and the molar volume; 𝑉𝑝 =

𝑍𝑝
 𝑅𝑇

𝑝𝑝
 (4.20) 

𝑍𝑝
3 − (1 − 𝐵𝑝)𝑍𝑝

2 + (𝐴𝑝 − 2𝐵𝑝 − 3𝐵𝑝
2)𝑍𝑝

 − (𝐴𝑝𝐵𝑝 − 𝐵𝑝
2 − 𝐵𝑝

3) = 0   (4.21) 

4.4.3.3 Representing CO2 injection with A Constant-head Numerical CO2 Aquifer 

All boundary gridblocks are exposed to the CO2 during the injection phase of the experiment and CO2 

should be included as a source term in their flow equations. Those gridblocks also produce the recovered 

oil during the production phase of the experiment because of the pressure drop around the core. 

Representing that interaction was defined to the dynamic model by a constant-head numerical CO2 

aquifer communicating with the boundary gridblocks [132] [133]. The influx of CO2 is represented by 

Equation 15 [134]. The aquifer pressure was scheduled versus time to be the CO2 injection pressure of 

huff-n-puff experiment. In addition to the thermodynamic interchange between the phases, the diffusion 

between CO2 the insitu hydrocarbon is driven by the concentration gradient as in Equation 16 [135].  

 

𝑞
𝐶𝑂2 𝑖

𝑛+1 = 𝐽 𝐴
𝑓
[𝑝

𝐶𝑂2
− 𝑝

𝐶𝑂2 𝑖

𝑛 + 𝜌
𝐶𝑂2 

𝑔(𝑑𝑖 − 𝑑𝑎)] (4.22) 

where 𝐽 is the productivity index,  𝐴𝑓 is the gridblock’s areal connection fraction to the CO2 aquifer, 

𝑝𝐶𝑂2
is the CO2 aquifer pressure, 𝑝𝐶𝑂2𝑖

𝑛 is the CO2 pressure in the gridblock; i, at a time level; n, 𝜌𝐶𝑂2 is 

CO2 density in the CO2 aquifer, 𝑑𝑖 is the depth of the gridblock; i, and 𝑑𝑎 is the depth of the CO2 aquifer. 

𝐽𝑐 =  − (
1

𝑉𝑝

)𝐷𝑐  
𝜕 𝑥𝑝

𝑐 

𝜕𝑑
 (4.23) 

Where 𝐽𝑐 is the molar flux of a component c per unit are and 𝐷𝑐 is the component diffusion coefficient. 

 Experiment Results and Simulation Validation 

Figure 6  shows both saturated Berea core sample and its gypsum 3D printed replica with crude Bakken 

oil [52] [118]. The oil saturation effect is obliviously noted on gypsum replica because of its 

compositional purity. Standard Bakken oil is characterized by seven pseudo-components and their 

corresponding Peng-Robinson EOS properties and molar fractions are listed in Table 1 [136] [52].The 

PR EOS were used to generate the blackoil properties of the fluid model, e.g. oil compressibility, 

viscosity, and density versus pressure. The CO2 was injected at three injection pressures of 850, 1200, 

and 3500 psi. Three injection/production cycles were conducted for each pressure at a temperature of 

220 °F. After conducting the experiment, the 3D printed replica was sliced laterally and longitudinally 

to visually investigate the core’s interior and the effects of the CO2 injection as shown in Figure 7 [118]. 

The capability of reprinting the replica cheaply encouraged slicing and destroying the replica for visual 

investigation which is not possible for natural cores, especially, for extended experiments. The extended 

experiment can be pursued and repeated on another 3D printed replica with the exact pore network and 

core material. The purity of the 3D printed sample enabled allocating the CO2 effects inside the sample 

which represented a solid base for validating the simulation model of the experiment along with the 

measured oil recovery.  
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Figure 4.25: Saturated Berea core sample and its gypsum replica with Bakken oil 

Table 4.3: Peng-Robinson Properties of Bakken Oil 

 
 

Figure 4.26: Laterally and longitudinally sliced 3D printed replica after CO2 huff-n-puff experiment 

The dynamic model had a control over the CO2 aquifer pressure during the injection and the production 

phases. Brooks-Corey was used to generate the gas-oil relative permeability with Krg = 0.096, Krog = 

0.106, Slg = 0.730, Sgr = 0, ng = 2, and nog = 2.5 [137]. The injection pressure was scheduled to be three 

cycles of an 850 psi, 1200 psi, and finally followed by 3500 psi. The soaking time was 6 hours after 

each injection with a zero CO2 aquifer pressure. The average model pressure was calculated to indicate 
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the amount of the stored driving force to flush the remaining hydrocarbon out of the core during the 

production sequence.  The simulated average pressure is shown in Figure 8 which is estimated by the 

“hydrocarbon weighted” gridblocks’ pressure.  

 

Figure 4.27: Model control over CO2 injection pressure and the simulated average pressure 

The CO2 – hydrocarbon interaction physics can be understood when the simulation model generates 

matching results to the conducted experiment. Therefore, Figure 9 and Figure 10 compares the 

saturation configuration of the sliced 3D printed replica after the experiment with the corresponding 

cross-sections in the model, i.e. the z-layer 15 and 25 x-cross-section. The matching between the 

physical and simulated saturation distribution is a beneficial output of the ideality of the 3D printed 

replica and the simulation model, considering that both of them are based on image processing the CT 

scan of the Berea core sample. The simulated experimental oil recovery better matched the measured 

recovery of the printed replica compared to the Berea recovery after each CO2 huff-n-puff cycle as 

shown in Figure 11. 

 

Figure 4.28: 3D view of the sliced 3D printed replica versus the simulated saturation distribution 

of the CO2 huff-n-puff experiment 
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Figure 4.29: 2D view of the sliced 3D printed replica versus the simulated cross-sectional 

saturation distribution 

 

Figure 4.30: 2D view of the sliced 3D printed replica versus the simulated cross-sectional 

saturation distribution 

  Modeling MICP Experiment 

The main premise in that paper was proving that using 3D printed rock replicas in oil and gas 

experimental research will enhance the modeling capabilities to match experimental results of physical 

samples. The replicas have the advantage of robustness, repeatability, and less geometrical and 

compositional uncertainties. Therefore, the generated processed and segmented Berea CT scan by 

MLIPT was used to simulate the MICP experiment to test this hypothesis numerically. A commercial 

digital rock physics (DPR) software was used to implement the MICP experiment flow conditions on 

the segmented connected pores shown in Figure 35. As confirmed by previous experiments, the sample 

has a considerable amount of non-connected and tiny pores, as shown in Figure 36. These pores are 

grouped into different classes based on their ranges and given different color codes. My applying finite 

element simulation on the fluid domain, Figure 37 shows the match and consistency in the MICP 

capillary curve between the simulated MLIPT segmented CT scan and 3D printed replica experimental 

results. On the other hand, manual segmentation did not match the actual behavior of the MICP 

experiment for the sample. 
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Figure 4.31 Modelling MICP experiment 

using manual and automated machine 

learning morphological segmentation 

Figure 4.32 Segmented pores in the sample colored 

pores are grouped based on their connectivity and 

dimensions in PerGeos. 

 

Figure 4.33 Modelling MICP experiment using manual and automated machine learning 

morphological segmentation 

 Conclusion 

Accurate description and characterization, for core samples, is crucial to interpret corefloodings’ 

responses, e.g., EOR. In this paper, CT scanning was used as a valuable base for characterizing core 

samples and simulating their coreflooding experiments. The following summarizes the presented 

workflow and outcomes: 

• A detailed image processing approach was introduced to convert the CT scan grayscale slices 

to a porosity static model.  

• Permeability was estimated using the Kozeny-Carman correlation from that porosity model.  

• Then, the steps of constructing a gridding skeleton for the simulation model were detailed using 

Petrel software.  

• 3D variograms enabled geostatistical populating the porosity and permeability data to the static 

model skeleton.  

• Coreflooding experimental configurations of injection and production sources were integrated 

with the static model to generate a robust dynamic model for coreflooding experiments.  
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• After that, the finite difference formulation of single-phase flow was solved explicitly to acquire 

pressure distribution in the sample as a response for a similar injection schedule of the 

experiments.  

• Two transient permeability experiments, i.e., Sinusoidal oscillating pressure wave and spike 

pulse decay, were selected to validate the CT scan processing workflow.  

• Transient permeability experiments enabled investigating the ability of the model to capture the 

Berea sample’s heterogeneities essence in the simulated pressure response.  

• The CT-scan model succeeded in generating the recorded pressure response of the two 

experiments accurately with a correlation coefficient of 98% to 99%.  

• Traditional approaches of porosity and permeability realization, based on single-value 

experimental measurement, underestimated the pressure in the sample in coreflooding 

simulation.  

• Single-value statistical approach wrongly overestimated the pressure response also as the 

ignored local micro-heterogeneities profoundly affect the preferential flow paths and hence the 

dynamic response.  

• The proposed CT scan realization approach enabled allocating these heterogeneities in the 

model, and it is highly recommended to accurately mimic samples’ structure in numerical 

coreflooding simulations, especially for heterogeneous samples. 

In this work, a CT-scanned Berea core sample was 3D printed after reconstructing its pore structure by 

image processing. The 3D printing process started with a resolution adaption of the CT scan to the 3D 

printers’ requirements. Then, pores and grains were segmented to extract the solid printable volume. 

Finally, the virtual solid volume was triangulated to create the printable mesh. The mesh was 3D printed 

with Gypsum-based powder with a chemical binding. The printed replica had a close petrophysical 

properties to its original Berea sample.  The Berea core sample and its replica were used simultaneously 

in a CO2 huff-n-puff experiment. The experiment was conducted at three different pressures, 850, 1200, 

and 3500 psi with three injection/soaking/production cycles. The 3D printed replica was sliced laterally 

and longitudinally to visually investigate the CO2 – hydrocarbon interaction inside the core. The purity 

of the 3D printed replica highlighted the CO2 effects on the core interior and proved its value as a base 

for experimental research. 3D printed replicas are cheap to create and reduce the geometrical and 

material composition uncertainties.  

A static simulation model was constructed to reflect the actual core architecture and its petrophysical 

properties. The porosity cloud was generated by binarizing the upscaled CT scan. The porosity model 

was constructed by geostatistically populating the CT-porosity to the model. The permeability model 

was inferred from the porosity model using Kozeny-Carman model. Fluid model was defined by PR 

EOS for Bakken oil. The CO2 huff-n-puff experiment was simulated dynamically as CO2 gas aquifer 

conform the model from all sides and its pressure was scheduled as the CO2 injection pressure during 

the experiment. The model succeeded to generate same saturation distribution of the replica interior after 

the experiment and matched its oil recovery. The presented work of 3D printing ideal core replicas and 

building precise coreflooding simulation models for them will advance the experimental research of 

fluid flow physics because of its accurate characterization of the understudy system. 

 



Chapter 5 – 3D Printing Replication of Porous Media for Future Lab-Scale Petrophysical 
Characterization Research 76 

   

 

5 3D Printing Replication of Porous Media for Future Lab-Scale 

Petrophysical Characterization Research 

Simplifying the physics of fluid flow in conventional reservoirs is convenient by assuming uniform 

lithology and system-geometry with minimal rock/hydrocarbon interactions. In unconventional 

reservoirs, such simplification restrains mathematical models’ ability to simulate the actual flow 

behavior and production performance. Precise adaption for the physics of fluid flow in porous media 

can be achieved if the system understudy is geometrically characterized appropriately, and there are 

minimal interactions indeed. 3D-printed replicas of porous-rock samples obey this criterion. Image 

processing tools were used for creating presentable porous and permeable replicas of different scales 

and configurations of the petroleum system from lab-scale to field-scale. The workflow of 3D-printed 

replicas creation is presented for replicas of conventional core samples, naturally and synthetically 

fractured cores, geological drilling units of multistage fractured horizontal wells, and full-field models, 

e.g., Norne field in Norway. These samples are ideal for experimentally testing the validity of the 

analytical or numerical models of oil and gas reservoirs in the laboratory, along with judging the quality 

of reservoirs’ characterization. The ideality of these replicas is a result of the limited uncertainties of the 

understudy-system geometry and fluid/rock interactions because of the uniform composition. For 

validation purposes, 3D-printed replicas with different materials and 3D-printing technologies were 

created based on a reconstructed image-proceed CT scan of their original Berea sandstone. These 

replicas were tested for storage capacity (Porosity) and transport capacity (Permeability) and compared 

with their original sample’s capacities. The matched results proved the ability of 3D replicas to be used 

in oil and gas laboratory experimental research. 

 Introduction 

Experimental research, in the oil and gas industry, is crucial to estimate hydrocarbon reserves and to 

develop their optimal exploitation strategies [138]. Fluid-flow and characterization experiments, e.g., 

core flooding, porosity, permeability, and wettability experiments, etc., are conducted on samples 

acquired from subsurface reservoirs [139]. Those experiments reflect the fluid-rock interactions in the 

subsurface, and their results are used to build representative mathematical models, numerical or 

analytical, to predict reservoirs’ future performance [97]. The effectiveness of potential enhanced oil 

recovery (EOR) technology is also tested experimentally on core samples from the reservoir before the 

expensive field-implementation [140]. Laboratory experiments are conducted under similar conditions 

to downhole/reservoir insitu conditions, i.e., injection pressure, reservoir temperature, normal stresses, 

and fluid composition. Under such conditions, acquired attributes like oil recovery, decline rates, 

pressure changes, and fluid composition changes enhance understanding the reservoir nature and its 

response to production mechanisms [141]. 

Numerical and analytical models are used to predict reservoirs’ future performance after accurate 

characterization and validation versus core-scale lab-results [142]. The fundamental challenge to 

validate such models is characterizing rock/fluid interactions for samples with spatially-varying rock 

mineralogy and complex flow geometry [59]. Complicated models have been developed to accurately 

simulate fluid flow in porous media to its finest complexity scale, i.e., Micro and Nanoscale [53]. These 

models failed to handle complex interactions and/or complex geometries because of the limitations on 
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computational power and the issues of convergence and stability of the mathematical solution [143]. 

Even the perfect-matching models, among them, have nonquantifiable uncertainties due to the existence 

of too many controlling variables, e.g. pore network configuration, the physical boundaries of the 

system, and governing equations’ assumptions [144]. Therefore, geo-modelers tend to simplify the 

system complexities, geometrical and/or compositional, to have usable models for lab- and field-scale 

systems [145]. Petrophysical properties’ upscaling is an example of models’ simplification, which eases 

models’ utilization [64].  Assuming minimal spatial-variabilities and interactions can be useful for 

simulating experiments on samples from conventional reservoirs and can generate reliable results [64]. 

For unconventional reservoirs, such simplifications cannot be trusted where system complexity is 

nonnegligible and controls the system behavior [146].  

3D-printers are capable of creating complicated designs effectively with minimal waste and flaws [147]. 

Wide applications of 3D-printing are presented recently in fundamental research areas, e.g., multiphase 

fluid flow, geomechanics, paleontology, geomorphology [148][149][4][150][107][151][103]. The 

usage of 3D-printing technology stimulated researchers in the petroleum engineering and geoscience 

fields [152]. Applications of 3D-printing are signified by its capability of translation of virtual models 

into 3-D printed specimens for experimental research [9][16]. 3D-printing technology was used to create 

ideal porous specimens from the lab- to field-scale petroleum systems to overcome their geometrical 

and compositional complexity challenge [103] [102]. Image-processing tools were developed for 

manufacturing physically tangible replicas of petroleum systems based on their reconstructed conceptual 

models, e.g., a reconstructed core CT scan or seismic field data [16]. The advantages of manufacturing 

3D-printed replicas of core samples and full-field models are multifold. These advantages are: 

1. Numerical models of experiments, which are conducted on the 3D-printed Replicas, have 

minimal geometrical uncertainties as these models will be created based on the same 

geometrical mesh that will be used in the 3D-printing process itself. 

2. 3D-printed replicas eliminate the uncertainties of rock/fluid interactions because of the uniform 

composition of the 3D-printing materials, e.g., plastics or gypsum, which enables quantifying 

the interaction with hydrocarbons in the simulation models accurately. 

3. 3D-printed replicas reduce the cost of destructive experiments as these synthetic samples have 

the advantage of cheap 3D-printing repeatability and preserving expensive original samples. 

4. 3D-printing enables inserting syntactic or natural fractures inside the specimen to simulate 

fracture-matrix flow physics experimentally. 

5. Unconsolidated rock samples can be 3D-printed to create replicas which can persist firmly 

extreme pressures during coreflooding experiments. 

6. 3D-printing enables creating downscaled lab-scale pilot or full-field models that are physically 

unattainable to acquire form subsurface to test in the laboratory. 

The following cases present the capabilities of image processing tools and 3D-printing technology to 

create and tailor synthetic specimens of cores and downscaled pilot/full-field models in reasonable 

dimensions for laboratory experiments. 
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 3D-Printing Conventional Cores Using Different Materials & Printing 

Technologies  

Standard commercial Berea sandstone core (1.5 inches in diameter and 2 inches in length) was 3D-

printed after building its virtual 3D-printable object (Figure 1). The Berea sample was CT-scanned, and 

its CT scan was image-processed to segment Berea’s grains/pores into two separate classes. The grains 

class represented the solid volume to be 3D-printed and create the synthetic replica. The image 

processing and segmentation steps are: 

A. Adapting the CT scan’s areal and longitudinal resolution to match the resolution limitations of 

3D-printers on objects details and also reduce processing memory requirements, the adaption 

process is conducted by upscaling the number of pixels per each CT slice along with 3D 

interpolation to fill the gaps between the CT slices [16]. 

B. Segmenting grains/pores geometrical domains in the scan using a definite grayscale threshold 

which separates the pores’ pixels from the grains’ ones [153]  

C. Meshing the grains’ segmented pixels to construct a 3D continuous object which can be 3D-

printed in a stereolithography format (.stl file) [102] 

D. Slicing the 3D object to a sequence of intersection horizontal-layers to be 3D-printed one by 

one by the 3D-printer to construct the replica [105] 

E. 3D-printing the sliced 3D object using different 3D-printing materials and technologies, as 

shown in Figure 2  

Figure 2 shows the 3D-printed replicas with different printing materials such as common white and 

transparent plastic PLA; Polylactic Acid, CPE; Co-Polyester, ABS, Acrylonitrile Butadiene Styrene, 

transparent resins, and colored sandstone [154]. Each material has its well-documented mechanical and 

texture properties [155] [156][157]. The used material is selected based on the purpose of 3D-printing, 

the operating conditions of the experiment (pressure and temperature), the complexity of the model, and 

the maximum required resolution [25]. Five 3D-printers were used with four different 3D-printing 

technologies, i.e., Fused Filament Fabrication (FFF); Ultimaker 3D-printer, Fused deposition modeling 

(FDM); Prusa I3 and Stratasys, Photo-polymerization technology Stereolithograph (SLA);  Formlabs, 

and Powder Deposition/Lamination 3D-printing technology; ProJet 660 [158][157]. In both FFF and  

FDM 3D-printing technologies, a thick string of raw filament material is extruded through a heated 

nozzle. That nozzle is controlled by a motion system to track the object details. Melted filament is 

deposited and solidifies to form the 3D-printing layers, one by one.  In the SLA technology, a laser beam 

is used to cure liquid photo-polymer resin into solid according to the object geometry. Finally, deposition 

3D-printing technology uses a selective of silica or gypsum powder and a jetting-binder material to build 

the object geometry layers. 
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Figure 5.1: Berea core sample’s replicas 3D-printing steps 

 

Figure 5.2: 3D-printing porous and permeable synthetic core samples replicating original core sample 

(Berea sandstone) with different materials and 3D-printing technologies 

The quality of 3D-printing differs from a technology to another and even from one 3D-printer model to 

another with the same printing technology [157]. Porosity and permeability were measured and listed 

for all samples in Table 1 to compare the original’s static and dynamic properties with 3D-printed 

replicas’ properties. The measurements show that transparent resins and colored-sandstone replicas have 

closer hydraulic behavior to their original properties. 3D-printing with plastics (BLA or ABS) resulted 

in low permeabilities as the plastic-printing material melted during the printing process and plugs pores. 

Figure 3 highlights the significance of 3D-printing in petroleum and geoscience research. The proposed 

image-processing workflow showed its significance experimentally by the usage of the created colored-

sandstone replica in a CO2 huff and puff experiment. Considering it’s low-cost to create another replica, 

CO2 effects on the core interior were investigated visually after splitting the replica laterally and 

longitudinally without destroying the natural Berea core. The importance of the workflow in fluid flow 

in porous media was realized by using the segmented pores field form the CT scan was utilized to build 

a precise compositional simulation model for the CO2 huff and puff experiment (Figure 3). Finally, the 
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segmented grains field was used to construct a geomechanical simulation model to simulate the uniaxial 

compression strength (UCS) test. The printed replicas are 1.5-inch in diameter and 2-inch long. These 

dimensions can fit the size requirements of a coreflooding setup. For other experiments, size 

requirements are different in diameter and length. The proposed image processing workflow and 3D-

printing technology can be used to tailor the dimensions of the sample. That tailoring will preserve the 

original cores and avoiding wasting them by resizing them for another set of experiments. In the next 

section, resizing a CT scan will be explained to create smaller samples without damaging original cores. 

Table 5.1: Petrophysical Properties for Original and 3D-Printed Core Samples 

 Material 3D-Printer Por. (%) Perm. (md) 

 Original core 20 100 

1 PLA Stratasys 18 150 

2 PLA Ultimaker 25 70 

3 Transparent PLA Ultimaker 26 75 

4 Transparent CPE Ultimaker 28 80 

5 ABS Ultimaker 15 60 

6 PLA Prussia I3  12 62 

7 Transparent Resin Formlabs  23 96 

8 Sandstone ProJet 660 22 110 

 

Figure 5.3: Applications of 3D-printed core replicas in experimental research, fluid flow 

simulation in porous media, and geomechanics modeling  

Laterally and Longitudinally Sliced 3D-

Printed Replica After CO2 Huff and Puff 

Injection 

CO2 Huff and Puff Simulation 

UCS Geomechanics Simulation Saturated Berea Core Saturated 3D-Printed Replica
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 3D-Printing Tailored and Resized Core Samples’ Replicas   

Nitrogen-adsorption measurement requires samples of 1 inch in diameter and 1 inch in length [42][47]. 

In contrast, tri-axial geomechanics- and transient permeability measurements require samples 1 inch in 

diameter and 2 inches in length [74]. So, Berea sample, of 1.5 inches in diameter and 2 inches in length, 

cannot be used to conduct such experiments. Other Berea samples can be acquired to proceed with the 

experiments, but that will lead to inconsistent results because of samples’ different pore network 

structure and mineralogy. The appropriate solution is to resize the sample to the new dimensions. The 

two possible means of samples’ resizing are:  

A. Resizing the core mechanically, and 

B. Resizing the CT scan digitally using image processing and then 3D-print the new reconstructed 

object 

The mechanical method is not preferred due to the probable damage and the possibility of losing the 

sample. Therefore, it is preferred to resize the CT scan digitally by image processing. To resize the 

diameter of the sample, the original CT-scan images/slices can be cropped to the required new diameter 

by trimming the pixels outside the area of interest. As an example, Figure 4 shows a CT slice cropped 

from 1.5-inch to 1-inch diameter. On the other hand, resizing the scan in length can be conducted by 

removing the redundant CT slices from the original scan, as shown in Figure 5 (a, b, and c). After fitting 

the CT scan to the desired size, the continuous conceptual models, shown in Figure 5 (d, e, and f), are 

reconstructed. Finally, those models are 3D-printed with different materials (colored sandstone, PLA, 

ABS, Resin), as shown in Figure 6. The proposed process saves the manual efforts, sampling 

expenditure, and experiments’ time of lab-work by providing as many samples as needed with suitable 

configurations once the CT scan of the original sample is acquired. 

 

Figure 5.4: Cropping 1.5-inch diameter CT scan slice to 1-inch in 

diameter 

 

 

1-inch

1.5-inch
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Figure 5.5: Resizing the original CT scan in length and diameter 

 

Figure 5.1: 3D-Printing resized image processed CT scan with different materials (Colored 

Sandstone, PLA, ABS, Resin) [166] 

 3D-Printing Naturally and Synthetically Fractured Core Samples  

The flow physics of matrix/fractures are not fully understood yet because of the limited conducted 

experiments. For instance, naturally fractured rocks are fragile and rupture under the applied friction 

stresses and heat of the coring process [159]. Another characterization issue, to extensively describe 
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their physics, is referred to the deficiency in describing the matrix/fractures system geometrically. The 

proposed image-processing methodology can be extended to 3D-print cores with such complex 

geometry, i.e., cores with natural fissures. 3D-printing facilitates experimental research on naturally-

fractured samples and makes it possible and more practical. Figure 7 compares synthetic sections 

produced from Berea sandstone (conventional core; left) and a section 3D-printed from a core which 

includes vugs and fissures (right). 

 

Figure 5.7: Creating 3D-printable cores with natural fractures compared with conventional 

cores 

Experimental research, on cores with synthetic fractures, is important to study failure modes and flow 

physics of field-hydraulic fracturing operations. Artificial inclusion of cracks, inside natural core 
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samples, is challenging if impossible. The proposed image processing workflow enables a precise 

insertion of synthetic fractures to the CT scan and 3D-print the processed object to study the stress-strain 

geomechanical behavior, e.g., fatigue planes, during an injection experiment. The steps of the workflow 

(Figure 8) are: 

1. Selecting the CT slices, where the fracture is encompassed intentionally.,  

2. Overlaying the fracture geometry (aperture, profile, and width) on the CT slices, 

3. Removing the pixels of the fracture geometry from the scan set,  

4. Constructing the meshed 3D-structure (i.e. *.stl file), and  

5. 3D-printing the resulted object with proper printing material and technology 

 

Figure 5.8: Creating 3D-printable cores with synesthetic fractures 

 3D-Printing Prototype of Drilling Units Pilot Model 

Up till today, there is no published literature regarding experimental research on downscaled pilot 

models [160]. Most feasibility studies, on pilots, were based on a field application or simulation studies 

[161]. 3D-printing enables creating a tangible pilot model for lab-scale experiments. The printed pilot-

replicas can be used to physically study the reactions of stimulated reservoir volumes (SRVs) to any 

recovery strategy and support analytical/numerical models experimentally. Different models, for a 

multistage-fractured horizontal well (MSFHW), were created from virtual cross-sections, which 

includes a well path, porous media, natural fractures, and different hydraulic fractures geometries in the 

SRV. These models can save ineffective strategies’ field expenditures by facilitating conducting 

sensitivity experiments for testing different EOR/development plans before implementing them in the 

field. Various combinations of a reservoir (homogenous, naturally fractured, tight, and conventional), 

well (vertical, horizontal, slanted, and fractured), and hydraulic fractures (transverse, longitudinal, and 
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complex branches) can be geometrically designed. Figure 9 and Table 2 show the steps of generating 

printable pilot models for four cases with different well/reservoir configurations. The steps are:  

1. Plotting a 2D geometry of a cross-section of the system,  

2. Segmenting the grayscale solid-domain from pore’s one as followed for segmenting a CT-scan 

slice,  

3. Extruding as many slices as needed to cover the SRV’s 3D-volume, 

4. Building the continuous conceptual volume to be meshed, and  

5. 3D-printing the pilot model in proper dimensions for lab-testing   

Matrix porosity can be gained from the porosity of the printing material, i.e., sandstone silica/gypsum 

powder, or by artificial insertion of pore space. This local porosity and permeability should be 

downscaled from a reservoir-scale to lab-scale for each volumetric unit. A useful application of 3D-

printing pilot models is studying stress changes and their implications, e.g., subsidence and changes of 

hydraulic fractures’ configurations. Basins’ subsidence rates have been widely investigated for oil and 

gas reservoirs [162][163]. Such studies were not experimentally investigated on a laboratory scale. 

Downscaled 3D-printed pilot models accommodate specimens to study the impacts of field-scale 

attributes on the reservoir system. Figure 10 shows a geomechanical model to study insitu stresses 

changes effects on the fractures dimensions, which can be validated experimentally with a 3D-printed 

pilot model in Table 2. 

 

 

Figure 5.9: Generating 3D-printable .STL geometry steps for the analytical pilot model 
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Figure 5.10: A geomechanical model to study insitu stresses changes effects on the fractures dimensions 

Table 5.2: Steps of creating four different geometrical combinations (well, fractures, and reservoir) of 

3D-printable pilot model of a multistage hydraulically fractured horizontal well 
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Force Field

Initial Displacement Field

Final Displacement Field
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 3D-Printing a Lab-Scale Replica for A Full-Field Model 

3D-printing also enables full-field studies of production mechanisms and EOR processes in a lab-scale. 

For any EOR technique, flooding fronts can be physically monitored, streamlines can be tracked and 

visualized, and sweep efficiency can be quantified experimentally on full-field 3D-printed prototypes. 

Downscaled static models will be a base for 3D-printing porosity, permeability, and boundaries 

transmissibilities, e.g., sealing faults and reservoir limits. The E-Segment of Norne field, in the 

Norwegian Sea; Heidrun oil field, is examined, and its static model is processed from seismic data 

[164][165]. The downscaled static is then 3D-printed by following the workflow summarized below 

(Figure 11 and Figure 12): 

1. Acquiring the geologic model’s attributes, e.g., reservoir boundaries, porosity, and permeability 

from seismic data, well logs, etc. 

2. 2D Slicing the porosity static model to generate a set of 2D slices to be image processed, i.e., 

digitally binarized, as CT scan slices 

3. Cartesian meshing the reservoir’s horizons and surfaces to obtain corner-point nodes to track 

the outer boundaries of the 3D-printing model accurately 

4. Triangulating the reservoir’s Cartesian mesh, as 3D-printable objects’ surfaces should be 

defined by triangular facets (see Figure 12) 

5. Resizing the global dimensions of the mesh with a reasonable aspect ratio, Figure 13 shows the 

3D-printed E-Segment of Norne field printed in three different sizes. 

6. Geostatistically populating a virtual cloud of 3D solid spheres to generate artificial porosity and 

permeability inside the printable volume or 3D-printing a solid volume and count on the 

approximate printing-material’s porosity and permeability 

 

Figure 5.11: Steps of using 3D porosity static model slices or 3D seismic survey slices to generate 

3D-printable .STL geometry for a full field model, e.g., E-Segment of Norne field in the North Sea  
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Figure 5.12: Triangulation of Cartesian corner nodes of the static model to generate 3D-printable 

.STL geometry for a full field model, e.g., E-Segment of Norne field in the North Sea [166] 

 

 

Figure 5.13: 3D-Printing the meshed geometry of E-Segment of Norne field in the North Sea in three 

different sizes [166] 
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 Conclusions and Recommendations for Future Work  

Image processing and 3D-printing technology facilitate reconstructing and tailoring specimens for 

experimental research and modeling validation of the physics of fluid flow in petroleum systems. Along 

with the sizing flexibility, 3D-printed samples reduce the geometrical and lithological uncertainties of 

real rock samples with quantifiable rock-fluid interactions. Such simplifications, in subsurface 

complexities, advance and ease the development of precise analytical/numerical fluid flow formulations. 

An image processing workflow is proposed to create 3D-printable porous and permeable specimens for 

laboratory experiments. The processing steps were explained for reconstructing the acquired CT-scan 

slices by binarizing the grayscale slices and segmenting pores from grains. Cropping and resizing the 

CT scan is presented as another beneficial image-processing application that overcame samples’ resizing 

challenge, i.e., physical damage of mechanical resizing, to fit different size requirements of various 

experiments. The ability to reevaluate matrix/fractures flow physics experimentally is enabled by the 

image processing approach of synthetic fractures insertion in a CT scan, and 3D-print fractured replicas. 

The workflow of 3D-printing conventional core samples or synthetically/naturally fractured ones was 

used to 3D-print full-field models and pilot models of different combinations of well-reservoir 

configurations. Cases of multistage-fractured horizontal wells in naturally fractured SRVs were 3D-

printed. Static seismic data and artificial cross-sections were treated as CT slices to 3D-print pilot and 

full-field models. On the 3D-printed models, analytical and numerical models of recovery mechanisms, 

e.g., EOR, can be tested and validated experimentally. The 3D-printed core samples were created with 

different materials and printing technologies. The petrophysical properties, i.e., porosity and 

permeability, of the replicas were measured and matched its original Berea’s properties.  

To boost the benefits of the technology of 3D-printing in oil and gas industry research, it is highly 

recommended that the 3D-printers’ manufacturers develop their technology to: 

1. Reduce resolution limitations to facilitate 3D-printing tight rocks with smaller pore throats 

2. Increase physical-dimensions’ limitations to enable 3D-printing full-field models with larger 

dimensions 

3. Adapt 3D-printers to print with natural materials, e.g., sandstone grains, not only with synthetic 

ones 

4. Enable multi-material printing in which actual hydrocarbon material can be implanted inside 

the model 

5. Increase the mechanical stability of the 3D-printing materials to hold extreme conditions of high 

pressure and temperature 

6. Increase the chemical stability of the printing materials to avoid any interaction with the used 

experimental fluids  
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