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ABSTRACT 

 

Kerogen, which plays a very important part in reservoir characterization for ultra-tight 

formations, is also involved in the storage and production of hydrocarbons in shale. In this work, 

we study the kerogen structure and its interaction with insitu hydrocarbons to fully understand 

the fluid flow and adsorption mechanisms in the shale. Also the advancement in pore network 

modelling has greatly helped the understanding of mesoscale fluid flow. In this work, transport 

of methane in a type II marine environment kerogen model is studied using molecular dynamics 

simulations. Non Equilibrium Molecular Dynamics Simulations (NEMDS)  using GROMACS 

code and Grand Canonical Monte Carlo (GCMC) using the RASPA code have been applied to 

simulate the adsorption and transport of ethane, carbon dioxide and methane in nanoscale 

environment. In this work, we used the kerogen and silica pore models to represent an organic 

and inorganic nanopore channels, respectively. The initial configuration models are then energy 

minimized, and both constant-temperature constant-volume (NVT) simulations and then 

constant-temperature constant-pressure (NPT) simulations are performed to obtain the final 

structure.  

For our pore network model, we used the Delaunay triangulation method to build a network 

model and then employed capillary pressure simulations. The simulation results from molecular 

simulations transport diffusivities show that as pressure increases the transport diffusion 

coefficients increase. Methane has a higher diffusivity in kerogen than ethane at the same 

temperature and pressure conditions.  



 

xi 
 

For adsorption, results show that CO2 has the largest adsorption capacity for both organic and 

inorganic pores, hence, a good candidate for enhanced gas recovery and carbon sequestration in 

depleted shale gas reservoirs. The amount of adsorption is more in organic pores for all studied 

gases, which implies that shale reservoirs with higher total organic carbon (TOC) will turn to 

trap more gases restricting flow and production.       
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CHAPTER ONE 

 

INTRODUCTION 

Over the recent years, global oil demand has forced companies and countries to exploit even 

reserves that were deemed uneconomical in the early 2000’s. Unconventional reservoirs are 

being currently aggressively developed in North America with recent breakthrough in new 

technologies such as multi-stage fractured horizontal wells. Recent advancements in horizontal 

drilling and hydraulic fracturing have significantly increased the oil production from 

unconventional shale reservoirs such as the Bakken, Eagle Ford, and Barnett Formations.  Shale 

in the oil and gas industry can be different as two kinds of resources; shale gas/oil and oil shales. 

They correspond to very shallow fine grain sedimentary rocks rich in organic matter. Due to the 

shallow burial depth, the pressure and temperature conditions did not allow the cracking of the 

organic matter into gas and oil. Shale gas or oil refers to oil and gas trapped in rocks of 

extremely low permeability. The permeability in those reservoir rocks range from nano-Darcy to 

hundreds of micro-Darcy. When looking at a shale sample at the microscale, nodules of organic 

matter is scattered within an inorganic matrix. This organic matter is dominantly kerogen, while 

the inorganic matrix is mostly quartz, calcite and clay minerals. Fig 1.1 shows the presence of 

kerogen nanopores in a clay matrix(Ma et al., 2014). These pore spaces contain adsorbed gas 

bound to the pore walls by electrostatic forces of attraction. 

Shales and tight reservoirs differ from conventional reservoirs because of the nature of fluid 

flow, storage and location of their hydrocarbon content. Most of the hydrocarbons in tight 

reservoirs are adsorbed and the rest appear as free gas. Fig 1.2 shows the amount of free and 
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adsorbed gas in typical Barnett shale samples, and from the analysis only a third of the total gas 

is found in the inorganic phase (Ma et al., 2014). 

 

Fig 1.1: Focused Ion Beam - Scanning Electron Microscopy (FIB-SEM) on Gas Shale sample (Ma et 

al., 2014) 

 

Fig 1.2: Gas distribution in gas shale samples from the Barnett formation (Ma et al., 2014) 
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1.1. Organic Content Estimation 

 

Despite the extensive study of the presence of organic matter in shale rocks, kerogen which is the 

major constituent of the rock’s organic matter is still ill understood. This organic matter, 

predominantly kerogen, is being formed from the burial and preservation of living organisms, 

and then interspersed within the mineral matrix (Hulton et al., 1994). The amount of kerogen in 

shale can affect the rock’s mechanical properties; shales with higher TOC will tend to have 

lower fracture pressure gradients which imply that kerogen has considerable effect on the rock 

mechanical response (Fig 1.3) (Kumar et al., 2012).   

 

Fig 1.3: Young modulus vs shale TOC (Kumar et al, 2012) 

 Organic matter experiences increase in aromaticity and H, O, N and S reduction during 

maturation. This results in a more ordered-structure which makes it feasible to use Raman 

spectroscopy to detect different levels of thermal maturation, reflecting any structural changes.  
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TOC can be measured in three main ways; Rock-Eval (RE) method (Espitalie et al., 1985; Peters, 

1986), Vitrinite Reflectance (%VRo) method and Raman Spectroscopy.  

Rock-Eval (RE) pyrolysis has been used widely to characterize organic matter type, thermal 

maturity and source rock potential for organic-rich rocks. TOC can be determined using the RE 

method. There are three main types of Rock-Eval method: the default method, reservoir method 

and shale reservoir method. The shale reservoir method is widely used for shale reservoirs and 

involves putting a sample in a pyrolysis chamber with initial temperature of 100°C. The 

temperature is then increased to 200°C at 25°C/min and held constant for 3 min, then increased 

to 350°C at 25°C/min and finally to 650°C at 25°C/min.   

Raman Spectroscopy has also been used recently to determine the thermal maturity level for 

organic-shale rocks. Raman scattering is a function of the molecular vibrations which can 

produce a Raman shift. This method is more accurate than Rock-Eval and VRo because their 

rock is not crushed, meaning all the faces of the rock are preserved with no form of distortion.   

The Raman spectrum of kerogen consists of two main peaks called the G and D bands (Tuschel, 

2013). The G refers to graphite, which generally appears around 1,600cm
-1

 as a very sharp peak 

(Fig 1.4). The origin of the G band is mainly due to the inplane vibrational modes of the carbon 

atoms in the aromatic ring structures. The D band ,which refers to disorder in the atoms, has a 

peak around 1,350cm
-1

 as a narrow peak which is associated with defects in the lattice structure 

and discontinuities of the carbon network. Generally, during the process of thermal maturation, 

kerogen endures aromaticity and turns to be more ordered which leads to the disappearance of 

the disorder band, D. Meanwhile, for poorly organized organic matter, additional bands maybe 

appear at around 1,150, 1,350, 1,500 and 1,620cm
-1

. 



 

5 
 

 

Fig 1.4: Raman spectra (intensity versus Raman shift) for 5 samples from the Bakken (Khatibi et al, 2017) 

Khatibi et al (2017) found out that the Raman response shows a trend between the depth of the 

sample and the band position. The D band position turn to shift to the left (1,367 to 1,354 cm 
-1

) 

as the depth increases which can be attributed to increase in thermal maturity (Fig 1.5. This shift 

of the D band to lower wavelengths would signify an increase of larger aromatic clusters and a 

more ordered-structure kerogen. Also, taking the band separation distance (G-D) and correlating 

with vitrinite reflectance (%Ro), there is a non-linear relationship with G-D distance increasing 

as the Ro increases (Fig 1.6). At initial stages of maturation, band separation increases with a 

higher intensity while this rapid growth tapers off over higher maturities. 



 

6 
 

 

Fig 1.5: Raman shift for 5 samples from the Bakken. (Source: Khatibi et al., 2017) 
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Fig 1.6: Band separation and vitrinite reflectance for different shale formations ( Khatibi et al., 2017) 

From a molecular point of view, when maturity happens, kerogen loses heteroatoms (N, S, and 

O) and its aliphatic carbons (hydrogen-rich groups). The residue is a hydrogen-poor structure 

molecule, which is dominated by aromatic carbons. During the process of maturation, which 

increases with burial depth, pore-walls rupture. This sequence promotes the mechanical 

reorientation and alignment of the aromatic units, thus will facilitate the reduction of defects. 

This is due to diffusion, elimination of bonding vacancies and annealing of aromatic sheets to 

triperiodic graphite (Bustin,1996). Therefore, from the early stages of maturation, the 

macromolecule arrangements transform gradually from the chaotic and mixed layers to a more 

ordered arrangement (Pan et al., 2013).  Fig 1.7 shows molecular arrangement of some samples 

under high-resolution transmission electronic microscope (TEM). TEM showed, in the samples 

with lower maturity, layers are stacked together in groups of two or three with length < 1 nm. 

While, in the more mature samples, not only the number of stacked layers slightly increases but 

also the length of distorted layers reaches 4 nm (Quirico et al., 2005). As a result, there is a 
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significant change in the molecular structure of kerogen as the thermal maturity increases 

(Emmanuel et al., 2016). 

                                                                                           

 

   a)    7.5 %VRo                        b)   5.19 %VRo                                             c)     2.8%VRo 

Fig 1.7: Transmission electronic microscopy (TEM) image of three samples with different maturities. 

(Source: Quirico et al., 2005) 

Vitrinite reflectance (VRo) analysis is based on the reflectance of UV light when focusing on the 

sample. The sample to be tested is crushed to fine particles to about 20 meshes, mixed with 

epoxy resin and hardener, left to harden under vacuum for about 24hrs (Hackley et al., 2015). 

The samples are polished and placed in the testing cell which is equipped with white light and 

UV light to analyze the reflectance. Khatabi et al (2017) and Liu et al (2017) conducted detailed 

work using VRo analysis to determine the TOC of the Lower and Upper Bakken Formations. 

They both found out that VRo is lesser for rocks with higher TOC, and hence the Middle Bakken 

member had the highest VRo values.  
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Fig 1.8: Kerogen Quality (Khatabi et al., 2017) 

1.2. Adsorption in shales 

 

Adsorption experiments have been performed to estimate the storage properties of shale samples. 

The reasons for these experiments is to predict reserves at a given reservoir pressure and the 

quantity of fluids that can be recovered. The composition of the adsorbed phase, which is 

generally richer in hydrocarbons than the free phase can be correctly predicted from adsorption 

experiments. 
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Fig 1.9. Excess adsorption isotherms of methane at 65
○
C(from Gasparik et al., 2014 on shale samples 

from the Netherlands.) 

Quantitatively, shales have a maximum excess adsorption amount of few millimoles per gram of 

the Total Organic Carbon (TOC). This amount is one order of magnitude lower than the 

maximum adsorption in coals and twice lesser in magnitude as in activated carbon.  

Fig 1.9 shows the methane excess adsorption isotherms performed by Gasparik et al (2014). As 

seen in Fig  1.9  the properties and content  of organic matter in sedimentary rocks can difer 

considerably from sample to sample and this is mainly due to the type and history of the 

diagenetic processes (burial and sedimentation).  However, there are so many limitations in 

trying to investagate adsorption in shales experimentally. Firstly, it is fairly impossible to 

completely dry the samples because the residual water will create caplillary bridges which will 

prevent gas in the pores of the organic matter, hence introducing a strong bias to the results 

obtained. The experimental results reported in Fig 1.9 have been investigated by 7 different 
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laboratories and the discrepancy in their results scale up to 50%.  And secondly, experimental 

adsorption isotherms have been determined mainly on supercritical methane, ethane or carbon 

dioxide under a range of reservoir temperature ( 300 – 450K). This is little or no experimental 

work on richer and less mature resources to produce data for  adsorption isotherm and hence a 

complete adsorption model for shales.  

1.3 Transport in Shales  

 

The use of imaging techniques such as FIB-SEM and CT- Scanning has greatly given more light 

into the existence of nearly spherical pores less than 20 nm in diameter. With these imaging 

techniques, micro-pores with width smaller than 2nm has been confirmed. These micropores 

represent a non-negligible fraction of the porous volume and porous surface, as shown in Fig 

1.10 

 

Fig. 1.10: Pore size distribution, determined by Clarkson et al., 2012, on a gas shale sample from the 

Barnett formation.  

It is reported by some researchers that these pores originate from the cracking of liquid 

hydrocarbons into dry gas along the gas formation window, which then expands forming bubbles 
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inside the matrix of the organic matter. Due to the shale gas revolution so many studies both 

experimental and molecular simulations have been performed to predict the diffusion of gas and 

liquid hydrocarbons in shales. The experimental work done by Thomas et al (1990) on the 

diffusion of liquid hydrocarbon in shales found that the effective diffusivities were around 10
-14

 

m
2
/s. This was later confirmed for methane diffusion in shale by the use of molecular dynamic 

simulations.  

NMR experiments as well as molecular simulations in carbon nanopores report self-diffusion 

coefficients for oil of  10
-9

 m
2
/s in the organic matter.   

There is always a question as to whether diffusion process has significant effect at a reservoir 

scale.  From core experiments and history production data that the mass transfer of gas in intact 

(unfractured) shales is mainly due to diffusion mechanisms, with possible molecular sieving 

effects during recovery. Thus, the diffusion process, which is intimately related to the transport 

process at the small scale, is still relevant at the macroscale. 

 Pujol et al(2013)  focused on the explanation of canister can experiments. These experiments are 

used in the oil and gas industry to estimate the gas in place under reservoir conditions in a core 

sample. They consist in measuring the rate and quantities of expelled gas from a core sample at 

atmospheric pressure and ambient temperature. 

However, the extraction of the core samples used in canister can experiments is performed in 

open-air conditions. Thus, a non negligible hydrocarbon amount is lost during this step. An 

example of such experiments is given in Fig 1.11. The first experimental point, corresponding to 

the yellow square, has been determined 9 hours after the extraction of the core sample. The 

volume of lost gas during this time period, required to calculate the total gas content is 
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determined from a linear extrapolation of the first six experimental points, which implicitly 

assumes that the flows can be described using a Darcy like law, as shown in Fig 1.11. 

 

Fig. 1.11:  Square root time vs. total gas content. Blue dots represents measured gas volume in canister 

can experiment for one sample. (Pujol et al., 2013) 

Furthermore,  Pujol et al (2013) combined molecular simulations with experimental results on 

the molecular and isotopic compositions of the gas steam. It has been shown that in order to fit 

the isotopic gas phase evolution, molecular diffusion has to be taken into account. In addition, it 

was shown a strong correlation between desorption and diffusion, suggesting that the diffusing 

gases were adsorbed in the organic matter. For the shales gas samples studied, up to 40 % of the 

total gas can be produced by these non Darcean process, indicating a strong impact of the 

nanoscale even at the macroscale. Thus, there is a need to deeper characterize adsorption and 

transport processes in shales organic matter, as this will impact the whole recovery process. 
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CHAPTER TWO 

INTRODUCTION TO MOLECULAR SIMULATIONS 

2.1 Molecular Dynamics  

 

As discussed in the previous chapter, molecular dynamic simulations help in understanding 

molecules in terms of their structure and interactions at a micro scale. Molecular Dynamics is 

also referred to as a complement to conventional experiments, making us to discover or 

understand something new. In MD, the continuous configuration of the system is through the 

integration of Newton’s law of motion. These laws are stated below; 

1. A body in motion not influenced by any forces will turn to move in constant velocity. 

2. Force equals the rate of change of momentum. 

We can therefore obtain the trajectory of our system by solving the Newton’s second law 

(Anderson et al., 2005); 

 

2.1 

Where F is the force exerted on particle i, mi is the mass, a is the acceleration, ri is the position of 

the particle. In terms of the potential energy U, the force can be expressed as; 

 

2.2 

 



 

15 
 

So combining Equations (2.1) and (2.2) yields the derivative of potential energy U to change in 

position as a function of time.   

 

2.3 

By stepwise numerical integration using the finite difference method, the trajectories and 

momenta of the system of particles are produced.  Details of this will be given in the energy 

minimization section of this chapter 

2.1.1)  Force Fields 

For this study, we used one of the best software for Molecular Dynamics simulation (MDS)  and 

Non Equilibrium Molecular Dynamics (NEMD), which is the GROningen Machine for Chemical 

Simulation (GROMACS) version 5.0.1. After a careful study of the various force-fields, the 

Transferable Potentials for Phase Equilibria (TRAPPE) Force Field was selected. Force field as 

used in computational chemistry refers to the functional form (forces due to covalent bonds and 

long range electrostatics or van der Waals) and parameter (atom types, bonds, angles, dihedrals) 

in calculating the potential energy of a system of atoms in molecular dynamic simulations.  

The TRAPPE is well suited for describing intermolecular interactions as well as accurately 

predicting relative binding free energies for hydrocarbons (Martin et al., 2008). This force field 

was developed in the laboratory by the Siepmann Group (2016) over a course of several years 

and has also been described in detail. The potential energy U of the system is calculated by the 

summation of both bonded and non-bonded terms, bond bending, bond stretching and torsion 

(Martin et al., 2008).  
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                                                                                                                                        (2.4)   

                                                                                  (2.5)  

 

                                                                                    (2.6)  

 

 

                (2.7) 

                                                   (2.8) 

 

With the combining rules      and    .                 (2.9)  

 

                               = 0.5 if i, j are 1, 4; otherwise,   = 1.0 

The above equations show the bonded, non-bonded, angles and dihedrals used in the TRAPPE 

potential for atomic and molecular interactions. Fig 2.1 shows different types of bond 

movements as force is applied to the molecules. There are three major types of bonded 

interactions : bond stretching where molecules moves on parallel direction away from each other, 
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bond angle bending where there is movements at an angle  and dihedrals rotation where long 

chain molecules turn to rotate along a plane. 

  

Fig 2.1) Schematic diagram of the various bonded interactions. a) Bond stretching b) bond angle bending 

and c) dihedral rotation. 

2.1.2) Energy Minimization  

Having gotten our force fields parameters and coordinate files for the system, the next step is to 

minimize the total energy of the system to avoid simulation crash.  

It is also referred to as geometry optimization. The main goal is to find a minimum potential 

energy surface from a larger energy initial structure. As shown in the Fig 2.2 below, the energy is 

reduced in a step by step manner (from steps 2 to 3 to 4) until a local or global minimum on the 

surfaces potential energy is reached (Frenkel and Smit., 2002; Kadau et al., 2004).  
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Fig 2.2: Graph illustrating steps in energy minimization from unstable point 1 to a more stable point 4 ( 

Jean et al., 2015).  

At the start of the simulation, the molecules and atoms might be wrongly packed, giving room 

for incorrect bond lengths, or stresses. All these will turn to increase the potential energy, so 

minimization methods is applied by determining the energy and the slope of the function at point 

1. A positive slope is an indication that the coordinate is too large while a negative slope shows 

that coordinates are too small. Numerical minimization technique then tries to adjust the 

coordinates. If the slope is not zero a further adjustment is done as shown in  Fig 2.2 from 1 to 4 , 

where 4 is the lowest energy point (local minima)  hence minimization is reached .  

There are many different algorithms for actually adjusting the geometry to obtain the minimum. 

Some main algorithms are: Steepest Descent, Newton-Raphson, and Conjugate Gradient.  Most 

used an iterative formula and continue in a step wise order. These are all based on the formula 

type:  Xnew = Xold +correction.  
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The steepest descent algorithm was first used to ensure minimization until a maximum force less 

than 1,000KJ/mol is reached. This algorithm is not the most efficient but it is easy to implement 

as well as robust (Gromacs 5.0.1). 

In the Steepest Descent, the Forces F and the Potential energy U are first calculated. The 

algorithms stops when the forces have converged to the user specified number (<1,000KJ/Mol in 

our case) or when we have bad contacts or very small minimization steps (Gromacs 5.0.1). L-

BFGS Energy minimization method was further used; This methods work by successively 

creating better approximations of the inverse Hessian Matrix, and thus moving the system closer 

to the current estimated minimum. However it has one disadvantage that it is not practical for 

very large systems like biomolecules (Gromacs 5.0.1). The minimization was set for 50,000 

steps for maximum force to converge below 10KJ/mol. 

Another very important parameter was the bonds constraints for both methane molecules and 

water molecules. Two main bond constraints algorithm has been setup in GROMACS; SHAKE 

and LINCS algorithms. The SHAKE algorithm changes a set of unconstrained coordinates r’ to a 

set of coordinates r” that fulfills a list of distance constraints, using a set r reference. (Gromacs 

5.0.1)  

The LINCS which is also an algorithm on the other hand resets bonds to their correct lengths 

after an unconstrained update (Hess, B.P-LINCS, 2007). It is a non-iterative method that always 

uses two steps. This method is more stable and faster than the SHAKE and is suitable for isolated 

angle constraints such as the proton angle in OH. With such advantages LINCS was used for the 

Methane-water simulation, with just one iteration step. 

2.1.3) Non Bonded Interactions and Long Range Electrostatics 
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a) Non-bonded Interactions 

Since we deal with different atom types, a good algorithm needs to be set to deal with the 

interaction between two different molecules some distance apart. In GROMACS non-bonded 

interactions are pair-additive and Centro-symmetric (Gromacs 5.0.1) 

 

                                                        2.10 

Where i and j are two atoms apart with i exerting equal but opposite force F on j, as defined by 

Newton’s third law of motion which states that “For every action, there is an equal and opposite 

reaction”. 

The non-bonded interactions contain a dispersion term, a repulsion term and a Coulomb term. 

The dispersion and repulsion terms have been combined in the Lennard-Jones interaction which 

is widely used in Molecular Dynamic simulations, and the Coulomb term in partially charged 

atoms (Gromacs 5.0.1).  

The Lennard-Jones interactions between two atoms can be given by;  

 

                                                                             2.11 
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The parameters Cij(12) and Cij(6) depends on  pairs of atom types, and they are taken from a 

matrix of the LJ-parameters (Frenkel and Smit, 2002; Kadau et al., 2004 ) r is the distance 

between the atom pairs.  

The force therefore derived from this potential is given by; 

 

                                  2.12 

Furthermore, the coulomb interaction between two charged particles is also considered. Since 

our atoms have partial charges, there is force acting on each other. The interaction is given by; 

                                                                                           2.13 

                                                                                     2.14    

With resulting force of  

                                                                               2.15 

Where q is the charge on both atoms i and j, r is their distance apart.   

                   

b) Long Range Electrostatics 
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Two main methods are being widely used; the Ewald summation named after Paul Peter Ewald 

and the Particle Mesh Ewald (PME) which is a modified Ewald summation. 

The Ewald summation computes long range interactions in periodic systems. The long range 

calculation is a special case of the Poisson summation formula replacing real space summation of 

interaction energies with a corresponding summation in Fourier space. The PME uses the Fourier 

transform because of its rapid convergence of the energy compared to a direct summation and 

hence accurate and reasonably fast for computing long range interaction. 

However, to calculate with accuracy the total coulombic interaction, this method requires charge 

neutrality of the system. The major difference between the PME and original Ewald summation 

is the replacement of the direct summation of interaction energy between point particles rather 

than for short range terms and long range terms.  

2.1.4)  Equilibration 

Ensuring equilibration for our system before simulation is not an easy tasks especially for small 

systems whose properties fluctuate considerably. Equilibration is simply arranging of atoms and 

removing any bad contacts or unwanted forces. 

Equilibration is usually done in two phases. The first phase is under an NVT ensemble (constant 

Number of particles, Volume and Temperature). This is usually known as “Temperature 

coupling or isothermal-isochoric”. In NVT, the pressure is not considered and so there is no 

Volume change. 

The second phase is under the NPT ensemble (constant Number of Particles, Pressure and 

Temperature), this is commonly known as “pressure coupling or isobaric-isothermal”. Here the 
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In this simulation CH4, CO4 and C2H6 are modeled using the Trappe force field which was 

designed for hydrocarbon molecules. In the Trappe force field, the non-bonded interactions 

between atoms that are separated by more than three bonds or from different molecules are 

described by the pair wise additive Lennard-Jones (LJ) 12-6 potentials. A cut off distance of 1.4 

nm is used for the Van der Waals forces of attraction. Periodic boundary conditions have been 

applied in all directions. 

In our MD simulation, we employed the constant number of particles, constant pressure, and 

constant temperature ensemble (NPT). For the MC simulations, we used the Grand Canonical 

Monte Carlo (GCMC) ensemble in which the chemical potentials of the adsorbing fluid, the 

volume, and the temperature of the system is fixed. The chemical potential can be calculated 

directly from the reservoir pressure from the equation; 

𝜇 = 𝜇0 + 𝑅𝑇𝑙𝑛 (
𝜑𝑝

𝑝0
) 

(3.7) 

Where μ is the chemical potential, µ
0
 and P

0
 is the reference chemical potential and pressure 

respectively. P is the reservoir pressure and u is the fugacity coefficient. The temperature T and 

the chemical potential of the adsorbate phase μ, which is assumed to be in equilibrium with a gas 

reservoir, are fixed.  MD will be used to calculate the density of the adsorbed region while 

GCMC algorithm calculates the adsorption isotherm. 

In Monte Carlo simulation run, if the energy difference between the new configuration and the 

old (E new – Eold) is ƛE < 0 the configuration is accepted. In the case where ∆E>0, the new 

configuration is accepted with a Boltzmann–weighted probability of exp (-∆E/kT), where k is the 

Boltzmann constant and T is temperature of the system (Dubbeldam et al., 2004). There are 

several moves involved in updating the MC configuration and such are; swap translations and 
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orientation-baised insertions. A translation move which is giving a particle a random translation 

is either accepted or rejected based on the difference in energy between the new configuration 

and the old configuration. For a swap move, a particle is inserted or removed randomly with a 

50% probability to allow a chemical equilibrium between an imaginary gas reservoir and your 

system. The orientation-based insertions are used especially in systems with high density under 

high pressure to insert particles to favorable conformations in the purpose of increasing the 

acceptance ratio of the moves. In this work we used the RASPA open source package for MC 

simulations developed by Dubbeldam et al (2009).  For the MD simulations we used the 

GROMACS 5.3 software. The system is equilibrated with a fixed temperature using the 

Berendsen thermostat and later on placed in a pressure bath using the Berendsen pressure 

coupling. For our production run, the temperature coupling is switched to the Nose-Hoover 

thermostat and pressure coupling to Parrinello-Rahman coupling. A typical MD production run 

of 5ns was used, and with a time step of 0.001 ps to integrate the equations of motion. 

4.2 Results  

4.2.1. Adsorption of Methane and CO2 in Kerogen Nanopores 

In this work, we have studied the adsorption capacity of methane and CO2 in type II kerogen. 

Methane and CO2 will turn to be adsorbed differently based on the mineralogy of the pore 

surface.  

In a nanoscale environment which acts as a confinement media the interaction energy between 

the rock surface and gas is greatly enhanced, which results in a general increase in attraction 

relative to a free or macro pore environment. From Fig 4.7 (a &b) the total amount of CH4 and 

CO2 increases with increasing pressure as expected and is in agreement with the experimental 

work by Cao et al (2004), on the study of methane adsorption in carbonaceous materials. Also 
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there is a slide decrease in methane adsorption capacity at higher pressures due to lesser 

structured layering on the surface of smaller pores (Sharma et al., 2014). Both CO2 and methane 

will turn to be adsorbed in kerogen till it reaches its adsorption equilibrium at higher pressures.  

Figures 4.7a and 4.7b compares the adsorption of CO2 and CH4 in kerogen at the same 

conditions. CO2 shows  a much higher adsorption capacity, 1.5 times than that of CH4, the higher 

uptake of CO2 is due to the higher density of CO2 at those conditions (see Fig 4.9). This clearly 

shows the viable of CO2 to be used for enhanced gas recovery and sequestration than methane. 

Excess adsorption isotherms for CH4 and CO2 show an interesting trend (Fig 4.8). As reported by 

Wu et al (2016), CO2 and CH4 excess adsorption capacity initially increases, and then decreases 

as pressure increases (Fig 4.8). At lower pressure, more methane molecules can be adsorbed in 

the absence of pore walls; up to pressure were CO2 approaches super critical state (1,000 – 1,500 

psi) which favors more structural arrangement. 

 

 

0

20

40

60

80

100

120

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
m

o
le

cu
le

s 
 /

 u
n

it
 c

el
l 

Pressure (psi) 

CO2 CH4



 

62 
 

Fig 4.7a: Absolute adsorption of CO2 and CH4 in kerogen showing the total number of molecules in a unit 

cell after simulation. 

 

Fig 4.7b: Absolute adsorption of CO2 and CH4 in kerogen showing the moles per kilogram for the entire 

simulation framework. 
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Fig 4.8: Excess adsorption of CO2 and CH4 in kerogen 

 

Fig 4.9: Density of adsorbed fluids in kerogen 
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4.2.2 Adsorption Of Methane, Ethane and CO2 In Silica and Organic Pore Channel 

Looking at the adsorption capacity of CH4, C2H6 and CO2 in different pore walls and sizes, we 

simulated both inorganic pore which is comprised of predominantly quartz (silica) and an 

organic pore which is represented by carbon.  In Fig 4.10 (a ,b&c) it is clear that molecules turn 

to be adsorbed at the pore walls due to very strong fluid-rock interaction. Due to these forces of 

attraction between the molecules of the fluid and wall, there will be a heterogeneous fluid 

distribution within the pore channel.  Most of the molecules can be seen layered on the surface of 

the walls.  

 

 

Fig 4.10a: Methane and ethane adsorption in Silica nanopores channel (orange color represents 

SiO2 molecules) 
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Fig 4.10b: Methane and ethane adsorption in carbon nanopores channel 

 

Fig 4.10c: CO2 adsorption in carbon nanopores channel 

CO2 has the highest adsorption capacity both on inorganic and organic pores as compared 

to methane and ethane as shown in Fig 4.11 (a & b). Ethane on the other hand has a 

higher adsorption capacity than methane. The density of molecules at the pore center is 
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significantly less than at the walls, however, in case where there is increase in pressure; 

the density at the center will increase due to increased movements of the molecules 

(Sharma et al., 2016). 

 

Fig 4.11a: partial density of methane, ethane and CO2 in silica nanopore 
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Fig 4.11b: partial density of methane, ethane and CO2 in carbon nanopores; more CO2 molecules are 

adsorbed on the pore wall, followed by ethane and to a lesser extend methane. 

4.3.  Conclusions 

GCMC and NEMD simulations have been performed to study adsorption of methane, ethane and 

carbon dioxide in kerogen and silica. Our results show that; 

1) CO2 has the largest adsorption capacity for both organic and inorganic pores, hence a 

good candidate for enhanced gas recovery and carbon sequestration in depleted shale gas 

reservoirs. 

2) The amount of adsorption is more in organic pores for all studied gases, which implies 

that shale reservoirs with higher TOC will turn to trap more gases restricting flow and 

production. 

3) This work provides a methodological study of shale gas systems which is difficult to 

isolate properties and study in the lab. 

4) Creation of a realistic Kerogen model using MD simulations which can be used to study 

transport properties of gases.  
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