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D. THOMAS ON THE LTIAR'S PARADOX

by Paul llellema

Dr. Thomas' paper is to be applauded as an indication
that some VUycliffie linguists have joined in the growing
rapprochenent betueen linguists and pi:ilosonhers of language.
Philosoplhiers Iiave devoted :much attention to subtle analyses
of the semantics of certain subparts of language, nainely
those wiricir are "philosophically intercesting." Ilowever
linmited tihis cornus may be, it belhwooves linguists to find out
how mmuch of the semantic work of philosophiers can be salvaged
for use in dealing with semantics in linguiistics. Similarly,
those logicians of wide vision who wisl: to c:ipand the notation
of syubolic logic to capture :itore of tlie detail of natural
languages, can L1ope to profit from thwe worl: of linsuists, now
that the latter have begun to study sciiantics in a scrious
way. This :mutually profitable arrongeiient depends, however,
on linguists understanding the goals of »nhiilosopliers (and
vice versa, of course). It is ury hope that what I say here
will be of some lielp in prouoting sucl: understanciuag. The
bibliograpiyy at the end of this paper also intended to steer
linguists to philosophical literature having to do with
matters of general linguistic intercst, as well as to articles
dealing specifically with the liar's paradox.

A Philosophical Bias against Grairar

Dertrand ussell, whose work was cited in the prceceding
picce, sharcd witlh many other philosopliers of +the carly
twentieth century a distrust of grammar and of cveryday
language. Russell claimed that a study of niere syntar: would
discover notihing wrong with the sentcence, "Procrastination
drinlzs quadruplicity," Ile was interested in hearing an
account of why this sentence is odd, but apparcntly the
gracraar he lecarned in school told him that the sentence was
perfectly well-formied. Taus the scmantic anomaly of this
sentence, whici: is of at lcast some phxilosopliical interest,
was outside tlhiec scope of grammar as Nusscll understood it.

A pihrilosoplier could be misled if he listened to this sort
of grammar.

Today, ussell's point is widely rccognised, in various
terms, by linguists. In taguenics, a lexical Iicirarchy
separate frou tile gramtiatical is requiired because of skewing
between semantic and grammatical structures; transfor::ational
grariarians distinguish deep and surface structurc; and
stratificational gra:mar has lexenic and sememic strata to
account for phenoiicna that are not gramatical in the usual
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narrow sensc. Linguists generally have broadened their goals
to include giving an account of semantic well-formedness, the
paraphrasc or synonyny relation among expressions, and so on.

1W. V. Quine, in Irom a Logical Point of Viecw, maintains that

linguists need only give g correct account of the concditions
under wiiich a scntence has meaning (semantic well-fornedness)
and the conditions under which two expressions have the sane
meaning (synonymy). Quine feels that if a grammar can do
these two things, it can do all that we have a right to ask
of a grammar.

In addition to wanting an account of scmantic ill-
formedness, as excuplified in tiie sentence about procras-
tination, piilosodiers wanted to give (or get) an explan-
ation of another class of sentences: those wiich, although
well-formed in all respects, were necessarily false. These
sentences, called contradictions, could bec seen to be false
by anyone who knew their meaning; no experience or observation
(beyond that necessary to lcarn the ncaning of tihx scntence)
was needed to determiine tlieir falsity. The denial of a
contradiction is on tlie wlrole necessarily truc. Thus "Jina's
father was a wonan" is a contradiction, but it is weccessarily
true that "Jim's Tather was not a woman." One aim in
formmlating sy:ibolic logic was to define these two related
sets of sentences, contradictions and neccssarily truce sen-
tences, using a notation that gave only tihe relevant struc-
ture of thie corresponding natural-language sentences, leav-
ing out irrclevant details of their meaning. Thus it was
assuned that tilwe native spcaker (if not the grammarian) could
often recognige a contradiction when e saw one, and that he
sinilarly could rccognize tautologies il tiicy were not too
conplicated, or too encumbered witi irrclevant details.

A further assunption was that tiie sciiantic sense of the
native spealier was consistent, that no mative spealer would
recognige both a sentence and its mnegation as true, or
necessarily true. Ifow the paradoxcs werc considercd to be
exauples of inconsistency in thie scmantics of ordinary,
intuitive language. There seems to be notlwing very esoteric
about the notiecn of a set; the tern sceims ore the property
of the man in the street than of tlhie mathematician. It seens
clear, ruoreover, that tiiere are sets tliiat have themselves as
nembers: the sct of all sets lhwaving more than two nembers
clearly has more than two :eumbers itself, so this set (which
contains cvery sct waving more than two members) is a member
of itself. Also, thiere are soule sets wiiiclr do not contain
thenselves as nenmbers. The set of all countrices in the United
llations is not itself a country belonging to tiic United
Nations.

There is, tien, at lcast one set wliich is not a member of
itself. Consider now tlie set of all non-self-meuibered sets.
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It is possiblc, using the nethod of recuctio ad absurdurs
or indirect proof, to show that tiiis set is a menber of
itself. Ve assunc to begin with that

(1) The sct of all sets that are not members of themselves
is not a member of itself.

This set (call it M, for "mon-self-ucumbered") 1 the property,
according to (1) of mnot being a member of its . But the

set 1T is defined to include every sct Lwaving tLis property,

so on tlie assuuption that (1) is true, we have to conclude that
N is a member of N — a fact which (1) denies. This is the

"abs "vdlty" wve need to show that we werc wrong in assuming (1).
So (1) is false, and its negation is truc: 1II is a member of
itself.

1This last sentence is the step where appeal is ade to the
principle of indirect proof, and intuitionist logicians do
not accept tliis principle. In particular, thwey refuse to
grant that if not-P is false, then P is truc. It has been
shiovn that tl:is lcads to an infinite nuiber of truth-values
instead of the usual two (true and false).

Unfortunately, we can in the sanre way prove (1) by
assuning its negotion,

(1') The set of all sets which are not members of them-
selves is a uember of itself.

According to (1'), the set N is a mnweitber of itself. Dut in
this case, the set 1T lacks the properity required of all
nembers of 1T, nauely the property of not being self-iiembered.
Since according to (1') the set N does mnot have the property
common to all and only the menbers of I, it follows that the
set N cannot be in the set N — that is, (1') is false because
it leads to a contradictory conclusion. IHence the negation
of (1'), namely (1), must be true. The upshot, then, of
these two indircct proofs is that the :ost natural, intuitive
definition of 'set'!' and related terixs leads us to a
contradiction. Zeneath the innocuous-loolring; surface of the
notions of sct and membership, we have uncovercd inconsistenty;
apparcntly everydcy language is not, after all, a consistent
semnantic systemn.

This, at any rate, is the moral which maony pihilosophers
draw from sct-theorctical and otlhier naradoxes.” And if the

2I‘.ussell himself sceis to criticize the paradoies, however, as
being based on a perversion of the ordinary usc of 'set.' Ilc
claims thet it never makes any sense, in any languoge, to
assert (or deny) that a set is a member of itsclx. Thus he

seems to be Tinding fault not with Inglisihh or any other language,

but ratiier witlh mathematicians' formalisation and exegesis of
the notions involved in tiie paradoxecs.

discovery of paradoxes in the grammar of such garden-variety
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words as 'set! and 'menmber' was not cnoughr to arouse *the
interest of logicians, the mathiematical immortance of the
heory of scts was good reason for taem to tiry to resolve

the paradoxes. Georg Cantor, a German mathematician of the

ninetcent century, had discovercd the versatility of set
theory (without bothering to formalize thie tiweory into any

set of axioms), and Russell Lminself panticipated in a

denonstration that all the theorems of tiwe theory of natural,
integral, rational, rcal, and conplex nunbers, as well as the
heoreils o7 the calculus, were provecable using only the

| I . . . . .

This statement is subject to certain strictures imposed by
Goedel's tlhicorei: about the incoumpleteness and incompletability
of tliec tiaeory of natural numbers.

assumptions of set theory. Vhat, tlien, if ti:e foundation of
rost mathematics up to the eightcentih century turned out to be
inconsistent? Could iiathematics be saved? IT so, it would
have to be throughh a resolution of the parado:xes of set theory.

The Discreteness Assunption of General Logsic
[ 8]

In pointing out the effect that vaguecness can have on
arguzients, Dr. Thomas is joining thie good company of Max
Black, Ludwig Vittgenstein, and John Loclic (as well, I believe,
as Russell himself). Locke pointed out tohwat though we lknow
the differcnce between a horse and a lunp of lecad, we night
be quite at a loss if a horse werce to e changed by barely
perceptible degrees into a lwap of lead: at wvhat point does
the thing ccase to be a horse, and wien docs it econe a
lunp of lead? (ilow much hair nust a man lose to become bald?)
TFor similar rcasons, VWUittgenstein Iicld tliat for most words,
it is impossible to give necessary and sufficient criteria
for their application to items in our experience. Iic held,
for cxample, that there are not any characteristics sharecd
by all ganes, and only games, by virtue of wiiclhr wec can
define the word 'gane' in a rigorous way. Rather, Uittgenstein

2Similarly, sonic phwonologists hold that phonecnlies may not be
rigorously decfinable in teriis of features: tlhere may be no
set of featurcs shared by all allopliones of one phione:e, and
by no allophonc of any other plhonenc.

says, garies becar a family rescmblance to one another. liax
Black has :iade some proposals about measuring tiie vagueness
of words, and about incorporating vagyencss coefficients
into the apparatus of symbolic logic.”I understand that sone

3See 1is book, Language and Pi:ilosonhiwy. Tie first essay in
the boolk is intended to illustrate and cixplain what is meant

by the "linguistic :method!" in ph:ilosophy.

British philosoplhicrs of the "ordinary language" scl:00l have
arcucd thot vagueness is a property of consideirable value to
languaege co:xmunities and uscrs, that it is not at all a
liability.
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With regard to some versions of the liar's paradox (e.g.,
"All men are liars", or "I'm a liar but that's the truth"),
the charge of vagueness whiclhh Dr. Thouas brings is certainly
telling, and these versions are worthy of no iore space than
Dr. Thouas devotes to then, because they arce so ciceedingly
wecalk and unconvincing.

Self-reference and tiie Liar's Paradox

It is not strictly spealiing accurate to say tlat
general logic pays no attention to discourse structure. One
of the principal goals of logic, in fact, is preccisecly to
define what constitutes a valid deductive proof, wvhich is a
discoursc of a certain sort. Ilowever, Dr. Thomas' mistake at
the beginning of scction 2 of his paper is by no :iecans fatal
to :iis argument in that section. Just what is that argunent?

According to Thomas, there arc two syntactic requirements
for usc of words such as 'lie' (whether verb or noun) and
'Irnow': first, there must be soiie clause or asscertion which
is said to be a lie, or witici1 is said to be imnown, etc.; and
second, the clausc or assertion which is referrcd to as a lie
mist be different from tiie clausc in which the word 'lic!
itscl{ appcars. In a word, utterances about lying or falsity
cannot, in ZInglish, be self-referring. Iience the "sentences"
which execuplify the liar's paradox arc not well-formed
sentences of ZInglish at all, and proving contradictions by
making use of thesc mon-sentences does not in tihe least show
that Inglisl: is inconsistent (in tihc logician's sense), or
that if Znglish is consistent then it consists of an infinite
nwiber of differcnt languages.

I should lilke to make three coimtaents on this position.
First, it is not clear to e why Thomas rcfers to the alleged
ill-Tormiedness of the paradoxzical sentences as syntactic or
gra:atical, rather than seitantic. If it is correcct and
necessary to state the sceccond requirc:ient in teriis of reference,
that is what thic word 'lie' refers to, then we are dealing with
tlie scmantic relation par excellence. Truth and falsity arec
senantic propertices of asscertions, becausc it is nccessary
to lnow what an assertion means in order to check its truth
value, and ordinarily it is necessary to look at the real-
worlcd situation whichh the assertion purports to describe
(refer to) if we want to know whether or not a particular
asscertion is a liec. ¥For example, we can hardly rely on
syntax alonc to deter:iine the well-formedness (on Dr. Thomas'
criteria) of thic sentence,

(2) Vhat I say at 4:35 is false.

This sentence, Thoilas would presumably agrec, is perfecctly
good Inglish if (a) I say somctiaing at that moment and (b)
what I say is souiething different fro: (2) itself. But

to determine whether cither of thesc requirciients is net,
I rmust deteriine what tine it is, ay by loolzing at the
hands of a clocl;, and I must find out wicther at the right
monient my lips are nloving, producing gsolle asscrtion other
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toan (2). Thus to determine whether (2) is well-formed, on
Dr. Thomas' cr teria, it necessary to have information that
is clearly not syntactic information about this or any other
sentence, For this reason, it seems to me that the kind of
ill-formedness (if such it is) that Dr. Thomas is talking
about is semantic rather than syntactic.

Second, I suspect that though Thomas only claims that
these are facts in English, he would be interested in defend-
ing any human language against paradox-hunters like Russel.

It is not clear from the paper, but probably Thomas feels

that if the rules of some language did permit words meaning
'lie' or 'false' to be used in a self-referring way, then
that language would contain paradoxes. Possibly Thomas would
be willing to say, then, that the requirement that words like
'lie' not refer to the clauses they appear in is a require- 1
ment of the semantics of all languages, and not Jjust English.

lOn the whole, philosophers have been interested in semantic
facts about all languages rather than in grammatical facts
peculiar to only a few languages. In a way, the development
of notation in symbolic logic can be seen as an attempt to
transcribe or represent, in a language-independent way, the
semantic structure of linguisitc structures, Jjust as phonetic
notation permits us to represent the sounds of utterances in

a language-independent way.

Certain philosophers, in discussing Godel's proof of the
incompleteness of arithmetic, have argued that the device

of self-referring expressions, which is cruciaé to the proof,
makes no sense (not even contradictory sense). Thus there

On this question, see Popper (1954) and Ross (1969),

2

have been philosophers that have taken Thomas' position with
respect to the "distribution" of 'false,' 'lie,' etc. in
semantic structures in any language.

My third point is that Russell is one of these philoso-
phers, and that there is no fundamental disagreement between
Russell and Thomas, except on the use of the locution "infi-
nite set of different languages" to describe a language
built on the assumption that self-referring expressions are
ill~-formed in some way (perhaps semantically). What Russell
means by this phrase is merely that a language must distin-
guish an infinite number of semantic levels or types of ex-
pressions: there are in Russell's set theory expressions
that designate objects that are not sets, and these can be
members of first-level sets., First-level sets, however,
cannot be members of first-level sets, Russell says or we
run the risk of generating paradoxes; for this reason, there
must be second-level sets, and a separate set of expressions
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in set theory to refer to these. Still, though, Russell
would surely not have been justified in saying that set
theory requires an infinite hierarchy of languages for its
formulation; nor is there any reason to say that natural
languages are any worse off than the formal language of set
theory in this respect.

This is Jjust to say that more than Russell's intuition
was sound when he said (if he did) that English was an infi-
nite set of different languages: the only thing that wasn't
sound was his choice of words, since his intuition had lead
him to analyze words like 'lie' in exactly the way that
Thomas proposes. It may be, of course, that I have been
guilty of the fault I thought to find in Thomas: it may be
that I have siunply taken too narrowly Thomas' use of the
term intuition.

One wmore thing remains to be said. I did not mean,
in the preceding paragraph, to be endorsing Russell's partic
ular approach to the paradoxes of set theory, nor Thomas'
entirely analogous approach to semantic paradoxes like the
liar's paradox. I confess that I have nothing very enlight-
ening to say about alternative set theories such as Zermelo's
and von Neumann's, but I know that these do not involve the
radical position taken by Russell, that self-membership is
a meaningless concept, and I do know that these alternatives
are able to avoid the paradoxes of set theory just as well
as Russell's theory of types. Perhaps, then, these more
moderate versions of set theory could be adapted to the needs
of semantics. In this way, linguists would be freed from
the onus of having to argue for a rather radical philosoph-
ical position, viz. that self-referring expressions are al-
ways and in all languages semantically ill-formed, ie. mean-
ingless.

Paul llellemna
5 Carey Ave.,, Apt. G=3
Watertown, Mass. 0OR172
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