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1 Best practices for implementing experimental research methods in consumer studies

Abstract

Experimental research methods have a long history across a number of different disciplines—

including consumer research. Although experiments are just one of many alternative research 

methods, experiments are notable because they are the best way establish causation. This 

makes experiments a powerful tool when researchers need to show cause and effect 

relationships. In this paper, we provide best practices for implementing experimental research 

methods in consumer studies. Specifically, we discuss several important topics researchers 

need to consider when designing experiments, including developing hypotheses, 

operationalizing the variables (manipulated or measured), deciding on the research design 

(between-subjects, within-subjects, or mixed), selecting the research setting (laboratory, field, 

or online), understanding the main effect (via moderation, mediation, or moderated 

mediation), including manipulation and attention checks, determining the sample size, and 

choosing participants. We provide recommendations that researchers can use to conduct high-

quality experiments in a consumer context.

Keywords

Experiments, design, moderation, mediation, manipulation checks, attention checks, sample 
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2 INTRODUCTION

Experiments are becoming increasingly important in academic research (Koschate-Fischer & 

Schandelmeier, 2014; Viglia et al., 2021) and top consumer research journals often require a 

series of experiments for publication (Pechman, 2019). This may be because many researchers

deem experiments “the gold standard in scientific research” (Kardes & Herr, 2019, p. 4), 

given that experiments are the best way to establish causation (Kirk, 2013). Specifically, 

researchers test hypotheses by manipulating the independent variable (IV) and measuring its 

impact on the dependent variable (DV) (Koschate-Fischer & Schandelmeier, 2014). This 

allows researchers to draw conclusions about cause (IV) and effect (DV) relationships. In 

other words, changes in the IV result in changes in the DV. Thus, experiments are appropriate 

when researchers need to show cause and effect relationships. 

Importantly, researchers should randomly assign participants to experimental 

conditions in order to make claims about causation (Kardes & Herr, 2019; Viglia et al., 2021).

With random assignment, all participants have the same chance of being in each of the 

experimental conditions. The goal of random assignment is to create equivalent groups of 

participants that do not differ in terms of extraneous variables (e.g., individual difference 

variables). In this way, random assignment controls for extraneous variables (or systematic 

error) without the need to measure these variables (Kardes & Herr, 2019). Because the only 

thing that differs across experimental conditions is the level of the IV, results between 

experimental conditions should be equivalent in the absence of the IV (Kardes & Herr, 2019). 

Thus, random assignment enables researchers to show that only the manipulation of the IV 

leads to changes in the DV.

In the following sections, we provide guidance on the decisions that researchers need 
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to make in order to design a well thought out experiment (see Figure 1 for an overview of 

topics). In the next section, we discuss the importance of developing testable hypotheses. 

Then, we examine operationalizing the variables as either manipulated or measured variables 

in Section 3. In Section 4, we compare various research designs, such as between-subjects, 

within-subjects, and mixed designs. Similarly, we compare various research settings, such as 

laboratory, field, and online settings in Section 5. In Section 6, we explain how researchers 

can enhance their understanding of the main effect via moderation, mediation, and moderated 

mediation. Next, we discuss the merits of including manipulation and attention checks in 

Section 7. Finally, in Section 8, we provide guidance on determining sample size and 

selecting participants. We provide recommendations based on best practices—as well as 

corresponding exemplars from top tier marketing journals that illustrate these best practices—

throughout the remainder of the paper, which consumer researchers can use to conduct high-

quality experiments.

---------------

Insert Figure 1 about here

-------------

3 DEVELOPING HYPOTHESES

Because experiments test hypotheses that predict relationships between variables (Koschate-

Fischer & Schandelmeier, 2014), researchers should develop testable hypotheses based on 

strong theory. We agree with Van de Ven (1989, p. 486) and others who stress that “nothing is

quite so practical as a good theory,” as good theory enables researchers to contribute to both 

theory and practice in a meaningful way. Thus, experiments should start with theoretically 

sound constructs and hypotheses. For consumer studies, Pechman (2019) recommends 
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developing two to five interesting and important hypotheses, which researchers can introduce 

either informally or formally in the text. Hypotheses can test main effects (the impact of the 

IV on the DV), moderation (“when” the IV causes the DV), or mediation (“how” the IV 

causes the DV) (Janiszewski et al., 2016). (We discuss moderation and mediation further in 

Section 6.) As an example, Han et al. (2021) provide a strong theoretical foundation for their 

work on heritage branding and test several hypotheses that predict a main effect, moderation, 

and mediation. Specifically, the authors show how heritage branding decreases evaluations of 

enhanced products (main effect). Importantly, this effect only emerges when heritage 

branding uses longevity cues (moderator). Finally, a decrease in perceived continuity causes 

this effect (mediator). 

Although most researchers report hypotheses using a deductive approach, where they 

develop hypotheses based on existing theory as we describe above, Janiszewski and van 

Osselaer (2021) argue that research is often inductive or abductive, where researchers develop

or revise hypotheses based on data. As a result, the authors propose a more flexible reporting 

template that encourages exploratory studies to develop hypotheses, constructs, and new 

theory. Thus, when researchers run exploratory studies, which can be especially helpful in the 

early stages of experimental research, they should consider Janiszewski and van Osselaer’s 

(2021) recommendation to report exploratory studies and the role they played in developing 

hypotheses.

4 OPERATIONALIZING VARIABLES: MANIPULATED OR MEASURED

Before we discuss operationalizing variables, it is important to distinguish between defining 

constructs and operationalizing variables (Calder et al., 1981; 2021). After researchers 

establish a strong theoretical foundation to define their constructs and develop their 
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hypotheses, they need to think about how to operationalize the variables required to test their 

hypotheses. Because one of the decisive characteristics of experiments is the manipulation of 

the IV, researchers need to determine the number of levels of the IV and manipulate the IV 

accordingly. Moderators (which we discuss in Section 6) can be either manipulated or 

measured. Mediators (which we also discuss in Section 6) are typically measured using 

continuous scales. That said, some scholars advocate for manipulating mediators in a series of 

experiments to establish a causal chain, an approach that helps researchers demonstrate a 

causal (vs. correlational) relationship between the IV and DV (see Pirlott & MacKinnon, 2016

and Spencer et al., 2005 for further discussion and guidance). Finally, DVs (which we discuss 

in more detail in the next paragraph) are typically measured using either categorical or 

continuous scales. As an example of a study that includes an IV, moderator, mediator, and 

DV, Blank and Bolton (2019) manipulated psychological distance (IV) and measured self-

efficacy (moderator), price fairness (mediator), and willingness to pay (DV) (see Study 1). 

Before we continue with manipulating versus measuring variables, the DV merits 

some additional discussion. Researchers must decide whether to measure DVs using 

categorical or continuous scales. The specification of the DV as categorical or continuous is 

important because it affects the data and analysis by determining the statistical tests 

researchers can perform as well as the interpretation of results. As an example of categorical 

DVs, researchers could ask participants to indicate which snack product (e.g., apple, brownie, 

or pretzels) they would purchase or observe which product they purchased. As an example of 

continuous DVs, researchers could instead ask participants how likely they are to purchase 

each snack product (e.g., on a Likert scale from 1 = extremely unlikely to 7 = extremely 

likely) or observe the number of ounces of each product participants consume. There are 
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benefits and drawbacks of both categorical and continuous measures. One major benefit of 

categorical DVs is ease of interpretability but one major drawback is loss of information, 

which limits the types of statistical tests researchers can perform and the ability to detect 

subtle effects of an IV on a DV (Chu & Anderson, 1992). The reverse is true for continuous 

DVs. In practice, researchers often include both categorical and continuous DVs in an overall 

empirical package. For example, Torelli et al. (2017) manipulated cultural distinctiveness and 

asked participants to indicate their preferences for products from different states on 9-point 

Likert scales in Study 2A (continuous DV) and which product from different countries they 

preferred in Study 2B (categorical DV). Next, we return to our discussion on and share best 

practices for manipulating versus measuring variables. 

When manipulating variables (IVs and moderators), it is imperative that researchers 

only change one construct across conditions, holding everything else constant. As an example,

To and Patrick (2021) manipulated eye gaze of the model in an ad as averted versus direct 

(see Study 2 and Appendix C for stimuli). If the authors had manipulated eye gaze by 

changing the head position of the model in the stimuli, they would not have been able to 

ascertain whether eye gaze or head position caused the effect. In other words, eye gaze would 

be confounded with head position. Researchers can manipulate variables in a variety of ways. 

We share a few common approaches here and acknowledge that there are several other valid 

ways to manipulate variables. First, scenario-based approaches are common. As an example, 

Garcia-Rada et al. (2022) explored how investing effort in caregiving tasks affected 

caregivers’ self-perceptions. The authors asked participants to imagine taking care of a sick 

friend and manipulated whether participants invested time, effort, or money in taking care of 

their friend (see Study 2). Instead of using an imagined scenario, experimental researchers 
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may also design stimuli such as an advertisement or packaging that has the manipulation 

embedded directly in it. For example, Lim et al. (2020) created ads with green versus gray 

color schemes to test how color affected consumer responses to an eco-friendly product (see 

Study 1). Similarly, to understand how framing the discount depth effects consumer 

purchases, Guha et al. (2018) manipulated promotional frames, where half of the participants 

read that the new price was “now 31% lower” and the other half read that the old price “was 

44% higher” while holding the sale price constant (see Study 1). Although the aforementioned

examples include a number of different ways to manipulate IVs, researchers can also 

manipulate moderators. As an example, we return to Torelli et al. (2017), where the authors 

manipulated cultural distinctiveness (IV) as high (vs. low) using videos that featured the 

sights and sounds of countries that are culturally distinct from the U.S. and rivalry salience 

(moderator) as high (vs. low) via an article that described a local college football rivalry (see 

Study 4).

When measuring variables (moderators, mediators, and DVs), we recommend that 

researchers use established scales from the literature that are both reliable and valid. When it 

comes to measured variables, there is some debate over the use of single versus multi-item 

scales. Single-item scales tend to be less prevalent in marketing than other social sciences 

(Bergkvist, 2015; see Batra et al., 2000; Diener et al., 2013; and Nichols & Webster, 2013 for 

representative examples). Although some past research shows no differences in the predictive 

validity between single and multi-item scales (Bergkvist & Rossiter, 2007), other researchers 

strongly refute this assertion. For example, Diamantopoulos et al. (2012) compared single and

multi-item scales and found that predictive validity varied widely using single-item scales. 

Furthermore, the authors found that multi-item scales performed better in terms of predictive 
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validity across a variety of empirical applications. Results from Kamakura (2015) are 

consistent in that multi-item scales performed better than single-item scales. Kamakura (2015)

also points out that multiple items enable researchers to assess reliability (which is not 

possible with a single item) as well as select items to create a more reliable measurement 

instrument if needed. As a result, although there may be instances where multi-item scales are 

not appropriate (e.g., when multi-item scales lead to participant fatigue), in general, we 

recommend that researchers use established, multi-item scales when possible. In reporting 

multi-item scales, researchers should include information on reliability (e.g., Cronbach alpha, 

composite reliability) at a minimum. When researchers include many measured variables in 

the same study (e.g., moderators, mediators, and DVs), it may also be beneficial to provide 

information on convergent validity (e.g., loading factor above .70, average variance extracted 

above .5) and discriminant validity (e.g., cross loading, square root of average variance 

extracted above correlation between variables).

Importantly, regardless of whether variables are manipulated or measured, researchers 

should try to increase the degree of experimental realism in the IV and measure actual 

behavior in the DV as much as possible—a topic we return to and expand on in Section 5 

(Morales et al., 2017).

5 DECIDING ON THE RESEARCH DESIGN: BETWEEN-SUBJECTS, WITHIN-

SUBJECTS, OR MIXED

After researchers define and operationalize the IV, they must decide how to assign 

participants to experimental conditions. In other words, they need to decide on the research 

design. There are three common research designs for experiments: between-subjects, within-

subjects, and mixed. Importantly, we agree with past research that maintains each of these 
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“designs have their merits, and the choice of designs should be carefully considered in the 

context of the question being studied and in terms of the practical implementation of the 

research study” (Charness et al., 2012, p. 1). We describe and summarize major advantages 

and disadvantages of each of the three designs below. 

First, in between-subjects designs, researchers randomly assign participants to one of 

the experimental conditions (Koschate-Fischer & Schandelmeier, 2014) and test the impact of 

the IV on the DV between participants in each condition (Viglia & Dolnicar, 2020). As an 

example, Felix et al. (2022) examined the impact of packaging color on purchase intentions 

and the robustness of this effect via an experiment in which they randomly assigned 

participants to a 2 (packaging color: red vs. green) x 2 (saturation: low vs. high) x 2 (product 

positioning: strength-related vs. gentleness-related message) between-subjects design (see 

Study 2). There was a total of 2 x 2 x 2 = 8 experimental conditions and each participant saw 

one of eight possible combinations.

Benefits of between-subjects designs include easier experimental setup and analysis as

well as shorter experimental sessions (Viglia et al., 2021). In addition, because participants 

only respond to one of the experimental conditions, learning and order effects (like lower 

engagement due to participant wear-out or survey fatigue; Savage & Waldman, 2008) are not 

an issue (Greenwald, 1976; Viglia et al., 2021). Therefore, between-subjects designs are more 

appropriate when carryover effects are likely for all IVs and moderate to large in size 

(Greenwald, 1976; Koschate-Fischer & Schandelmeier, 2014). Furthermore, some scholars 

recommend using between-subjects designs whenever possible because they offer a more 

conservative test (Charness et al., 2012) and provide greater confidence in the results (Viglia 

& Dolnicar, 2020). Drawbacks of between-subjects designs include less statistical power 

9



(Charness et al., 2012; Greenwald, 1976; Thompson & Campbell, 2004), which means that 

they also require larger sample sizes, increasing the cost of the study (Charness et al., 2012; 

Viglia & Dolnicar, 2020). Moreover, because between-subjects designs contain more noise 

(i.e., random or unexplained variability), it can be more difficult for researchers to uncover 

true differences between conditions (Charness et al., 2012; Viglia & Dolnicar, 2020)—

although researchers can include control variables to reduce this noise (Koschate-Fischer & 

Schandelmeier, 2014).

Second, in within-subjects (also known as repeated measures) designs, participants 

respond to all of the experimental conditions (Koschate-Fischer & Schandelmeier, 2014) and 

researchers test the impact of the IV on the DV within each participant (Viglia & Dolnicar, 

2020). As an example, Raghubir and Srivastava (2002) examined consumer spending using 

different currencies and ran an experiment with a 6 (exchange rates: $1.00 = 9.5 Norwegian 

krone, 48 Luxembourg francs, 110 Japanese yen, 1,100 Korean wons, 24,500 Romanian leu, 

and 685,000 Turkish lira) group within-subjects design (see Study 1). Participants rated all six

exchange rates presented in random order.

Benefits of within-subjects designs include more statistical power, which means that 

they also require smaller sample sizes (Alferes, 2012; Thompson & Campbell, 2004; Wedel &

Dong, 2020). Furthermore, because each participant serves as their own control (i.e., the same 

participant responds more than once and the only thing that differs is the manipulation), 

researchers are more likely to uncover true differences across conditions and can rule out 

individual differences as potential alternative explanations, which reduces the need to include 

control variables (Koschate-Fischer & Schandelmeier, 2014; Viglia & Dolnicar, 2020). In 

terms of drawbacks, because participants respond to all the experimental conditions, learning 
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and order effects can emerge in within-subjects designs (Greenwald, 1976; Judd et al., 2001). 

Therefore, this type of design is more appropriate when carryover effects are either unlikely 

for all IVs or small in size (Koschate-Fischer & Schandelmeier, 2014). Researchers can 

minimize learning and order effects by randomizing (i.e., counterbalancing) the order in 

which participants see each condition (Viglia & Dolnicar, 2020; Viglia et al., 2021) or 

increasing the amount of time between each condition (Greenwald, 1976). That said, in some 

studies, carryover effects are the topic of the investigation or also emerge in the real world 

(e.g., consumers view multiple products), in which case researchers may not want to minimize

learning and order effects (Greenwald, 1976).

Finally, mixed designs include at least one between-subjects and one within-subjects 

factor. Researchers randomly assign participants to one of the between-subjects experimental 

conditions, and participants respond to all of the within-subjects experimental conditions 

(Koschate-Fischer & Schandelmeier, 2014; Wedel & Kopyakova, 2022). Researchers test the 

impact of the IV on the DV between participants in each condition for the between-subjects 

factor and within each participant for the within-subjects factor. As an example, Stoner et al. 

(2018) examined how naming products affected consumer evaluations and ran an experiment 

in which they randomly assigned participants to a 2 (product: mug vs. stapler) between-

subjects x 3 (name: self-name, descriptive name, and nondescriptive name) within-subjects 

design (see Study 3). Participants reported their attitudes and purchase intentions for all three 

name conditions (presented in random order) for one product (either the mug or the stapler). 

Mixed designs take advantage of the benefits of both between-subjects and within-

subjects designs: more statistical power via the within-subjects factor as well as fewer 

learning and order effects via the between-subjects factor (Viglia & Dolnicar, 2020; Viglia et 
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al., 2021). Past research recommends using mixed designs when carryover effects are likely 

for some but not all of the IVs, and the effects are moderate to large in size (Koschate-Fischer 

& Schandelmeier, 2014). However, as with between-subjects designs, researchers should 

include control variables to reduce the noise in mixed designs (Koschate-Fischer & 

Schandelmeier, 2014). 

We refer interested readers to Wedel and Dong (2020; 2021) and Wedel and 

Kopyakova (2022) for a Bayesian extension of ANOVA (BANOVA) to conduct analyses 

(including moderation, mediation, and moderated mediation analyses, which we discuss in 

Section 6) for between-subjects, within-subjects, and mixed designs. 

6 DECIDING ON THE RESEARCH SETTING: LABORATORY, FIELD, OR 

ONLINE

After researchers decide on the research design, they must decide where they want to conduct 

their experiment—that is, the research setting. There are three common research settings for 

experiments: in the laboratory, in the field, or online. Laboratory experiments take place in 

more artificial settings. This approach offers researchers more control over what the 

participants experience during the experiment. Therefore, lab studies typically provide more 

internal validity (Koschate-Fischer & Schandelmeier, 2014; Viglia et al., 2021), that is, “the 

extent to which the design, methods, and procedures of a study allow one to conclude that the 

independent variable (and no extraneous variable) influenced the dependent variable” (Kardes

& Herr, 2019, p. 7). However, due to the artificial nature of the setting, lab studies typically 

provide less external validity (Koschate-Fischer & Schandelmeier, 2014; Viglia et al., 2021), 

that is, “the extent to which the results of a study generalize to other people and to other 

situations” (Kardes & Herr, 2019, p. 7). As an example, Torelli et al. (2017) ran a lab 
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experiment in which they randomly assigned participants to a 2 (cultural distinctiveness vs. 

control group) group between-subjects design (see Study 1A). To manipulate cultural 

distinctiveness, the participants in the cultural distinctiveness condition watched two videos 

that showed the sights and sounds of a street in an Indian town and a cafeteria in an Asian 

college. Participants in the control group watched two videos that showed facts about insects. 

By conducting this study in the lab, the researchers were able to ensure that all participants 

focused on the videos (vs. multitasking) and viewed the videos under the same conditions in 

the same environment.

Unlike lab experiments, field experiments take place in more natural settings, where 

consumers are unaware that they are participating in an experiment (Baldassarri & Abascal, 

2017; Charness et al., 2013; Gneezy, 2017). More specifically, participants are unaware of the

experimental manipulation and that researchers are unobtrusively measuring their actual 

behavior (Baldassarri & Abascal, 2017; Gneezy, 2017; Morales et al., 2017). This approach 

gives researchers less control. Therefore, field studies typically provide less internal validity. 

However, due to the natural setting, field studies typically provide more external validity 

(Koschate-Fischer & Schandelmeier, 2014; Viglia et al., 2021). As an example, Robitaille et 

al. (2021) ran a field experiment in which participants were visitors to an actual, operational 

service center that provided public services, such as issuing driver’s licenses, health cards, and

photo identification. All visitors on a given day were exposed to a different type of 

promotional messaging regarding organ donation. Researchers assessed the impact of the 

promotional message intervention (IV) on organ donation registration (DV), an actual 

behavior with real world consequences.

Finally, online experiments take place over the internet with participants typically 

13



using their own electronic devices and participating at their convenience. Online experiments 

are particularly useful when researchers are interested in either a broader group of participants

or conversely a very specific group of participants (Koschate-Fischer & Schandelmeier, 2014;

Reips, 2002). These types of experiments provide a convenient way to recruit larger samples 

and tend to be relatively quick and inexpensive (Birnbaum, 2004). However, like field 

experiments, online experiments give researchers less control over what the participants 

experience during the experiment (e.g., the equipment participants use or the environment 

they are in) (Dandurand et al., 2008). As an example of the benefits of an online experimental 

setting, we return to Torelli et al. (2017). The authors ran an online experiment in which they 

randomly assigned MTurk participants (i.e., online panel participants recruited through 

Amazon’s Mechanical Turk platform) in the U.S. to a 2 (cultural distinctiveness vs. control 

group) group between-subjects design (see Study 3). The authors examined how rivalry 

salience influenced the effect of cultural distinctiveness. Because Canada was a rival of the 

U.S. during the 2014 Winter Olympics, participants read about the final for women’s curling 

between Canada and Sweden the day before the match. Given that Olympic finals are not 

predetermined, the authors had to wait for a match that included a team with high rivalry 

salience. Conducting an online experiment allowed the authors to collect data quickly after the

teams were announced but before the match was played.

We note that when it comes to internal versus external validity, lab experiments do not

necessarily offer high internal and low external validity, nor do field experiments necessarily 

offer low internal and high external validity (Koschate-Fischer & Schandelmeier, 2014). 

Researchers can design lab experiments in a realistic research setting to increase external 

validity or field experiments in a controlled environment to increase internal validity (see 
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Table 2 in Koschate-Fischer & Schandelmeier, 2014 for examples). Interestingly, Anderson et

al. (1999) compared effect sizes between lab and field experiments with similar IVs and DVs 

and found a correlation of r = .73, indicating that lab experiments probably have higher 

external validity and field experiments probably have higher internal validity than we give 

them credit for (Kardes & Herr, 2019). However, some scholars stress that validity is more 

about theory and less about the decision to use a lab versus field experiment (Lynch, 1982; 

1999). In addition, many scholars advocate the use of both lab and field experiments to 

strengthen the overall empirical package. For example, Gneezy (2017) recommends 

researchers provide converging evidence across different research settings. Researchers could 

run a lab experiment first to establish an effect and a field experiment second to show that the 

effect replicates in a more natural setting with actual behavior (Viglia et al., 2021). 

Alternatively, researchers could run a field experiment first and a lab experiment second to 

identify boundary conditions (moderation) or the underlying process (mediation) (Gneezy, 

2017; Viglia et al., 2021). As an example, Chen et al. (2022) include both lab and field 

experiments to understand how customer rating affects tipping. In the lab study, participants 

read a scenario and indicated how much they would tip in that situation (see Study 2). In the 

field study, participants were diners in a Chinese restaurant, and the authors recorded actual 

tips (see Study 5).

In the end, we agree that researchers should use the setting that allows them to answer 

their research question best (Lieberman et al., 2019). That said, whichever setting researchers 

choose, Morales et al. (2017) encourage researchers to increase the degree of experimental 

realism in the IV and measure actual behavior in the DV to the greatest extent possible. For 

example, researchers can provide participants with real, physical products (IV) to assess to 

15



increase experimental realism and have them actually select or purchase products or services 

(DV) to measure actual behavior in a lab experiment. For example, Biswas et al. (2014) 

examined the impact of oral haptics via soft versus hard brownies (IV) on the number of 

grams of brownies participants ate (DV) in a lab setting. Researchers can also include 

“incentive-compatible” DVs to measure actual behavior. The goal of incentive-compatible 

DVs is to reveal consumers’ true preferences. Some examples include measuring willingness 

to pay (WTP) using a BDM auction where participants submit binding bids for the focal 

product (Franke et al., 2010) or measuring donation behavior by asking participants to donate 

either the money they received for their participation or their time to a charitable organization 

(Macdonnell & White, 2015). Ultimately, measuring actual behavior in the DV allows 

researchers to gain better insights into real consumer behavior, enhancing the validity, 

generalizability, and applicability of the research. Importantly, not every experiment in a 

series of studies has to achieve this degree of realism or measure actual behavior (Morales et 

al., 2017). Rather, researchers can conduct different studies that vary in terms of experimental 

realism and behavioral measures to strengthen the overall empirical package. In fact, using 

different measures across different studies can enhance the robustness of the results.

7 UNDERSTANDING THE EFFECT VIA MODERATION, MEDIATION, OR 

MODERATED MEDIATION

7.1 Moderation 

Once researchers identify their main effect of interest as well as how to test it, they can turn 

their attention to potential boundary conditions (moderation) and the underlying process or 

mechanism (mediation) to enhance the contribution of their work. We begin with moderation. 

Moderation occurs when there is an interaction between the IV and a third variable (i.e., the 
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moderator) (Baron & Kenny, 1986; Edwards & Lambert, 2007; Hayes, 2022). When an 

interaction is significant, it means that the effect of the IV on the DV changes based on the 

level of the moderator (Holland et al., 2017) (see Figure 2 for a conceptual model). Therefore,

moderation helps researchers explain “when” or under what circumstances the effect of the IV

on the DV is significant (Hayes, 2022; Viglia & Dolnicar, 2020). In this way, moderator 

variables help researchers establish “boundary conditions” of the effect by identifying when 

the effect of the IV on the DV is significant and when it is not (Hayes, 2022). Given a 

significant interaction, researchers should assess the nature of the interaction with “simple 

effects” tests to explore how the effect of the IV on DV changes at different levels of the 

moderator (Kirk, 2013). A moderator can change either the magnitude (by strengthening or 

weakening) or the direction of the effect of the IV on the DV (Kardes & Herr, 2019; Viglia et 

al., 2021) (see Figure 3). 

--------

Insert Figures 2 and 3 about here

----------

Researchers can either manipulate or measure moderators. Some researchers advocate 

for using both manipulated and measured moderators in an overall empirical package when 

possible to enhance confidence in the results and provide converging evidence of moderation 

(Kardes & Herr, 2019). While manipulating moderators provides a stronger test of causality, 

we acknowledge that some moderators (e.g., individual difference variables) may be difficult 

or even impossible to manipulate. 

For manipulated moderators, researchers can run planned contrasts to examine the 

simple effects. As an example, Wang et al. (2022) ran an experiment in which they randomly 
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assigned participants to a 2 (ambivalent attitudes: low vs. high) x 2 (anxious mood: low vs. 

high) between-subjects design (see Study 2). The 2-way interaction was significant. 

Specifically, low (vs. high) ambivalent attitudes increased green purchase intentions, and the 

magnitude of this effect was stronger when anxious mood was high (vs. low) (see Figure 1 in 

Wang et al., 2022). Thus, anxious mood moderated the effect of ambivalent attitudes (IV) on 

green purchase intentions (DV). 

For measured moderators, we summarize three ways to assess the nature of the 

interaction. First, researchers can run spotlight analysis. A spotlight analysis tests the simple 

effects of the IV at specific values of the moderator (Krishna, 2016). In other words, a 

spotlight analysis shines a light on a single value of the moderator. For an example of a 

spotlight analysis, see Study 1 in Pundak et al. (2021), where wrongdoer identifiability 

moderated the effect of nonmaleficence (IV) on sharing likelihood (DV). While most 

researchers assess the effect of the IV on the DV at one standard deviation below the mean, 

the mean, and one standard deviation above the mean, Krishna (2016) and Spiller et al. (2013)

recommend using meaningful focal values. When meaningful focal values do not exist, Spiller

et al. (2013) recommend running a floodlight analysis instead.  

Second, researchers can run a floodlight analysis (Johnson-Neyman technique), which 

provides more information than a spotlight analysis. A floodlight analysis tests the simple 

effects of the IV at all values of the moderator (Spiller et al., 2013). That is, a floodlight 

analysis shines a light on the entire range of the moderator and identifies “regions of 

significance” (Hayes, 2022). In a floodlight analysis, Johnson-Neyman (J-N) point(s) 

represent the specific value(s) of the moderator where the effect of the IV on the DV becomes 

significant (Wedel & Dong, 2020). One J-N point indicates that values are significant above 
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or below that point, two J-N points indicate that values are significant either between those 

points or above and below those points, and no J-N point could indicate that either all or no 

values are significant (Hayes, 2022). For an example of a floodlight analysis, see Study 1 in 

Blank and Bolton (2019), where self-efficacy moderated the effect of psychological distance 

(IV) on price fairness (DV). The floodlight analysis revealed two J-N points: .69 SD below 

the mean and 1.55 SD above the mean. Importantly, a spotlight analysis at one standard 

deviation below the mean, the mean, and one standard deviation above the mean would have 

missed some of the nuances of this moderating effect, given that one of the J-N points occurs 

above +1SD. 

Finally, researchers can perform a median split. Here, researchers covert a continuous 

moderator into a categorical moderator by splitting the data at the median. Then, researchers 

can run planned contrasts to examine the simple effects (as outlined above for manipulated 

moderators). For an example of a median split, see Study 4 in Wang et al. (2022). The authors

measured depressed mood and performed a median split, which resulted in two groups: low 

versus high depressed mood. Depressed mood moderated the effect of ambivalent attitudes 

(IV) on green purchase intentions (DV). We note that although some scholars discourage the 

use of median splits (Krishna, 2016; Spiller et al., 2013) others encourage their use. For 

example, Iacobucci et al. (2015) argue that median splits are acceptable when the IVs are 

uncorrelated. Furthermore, Kardes and Herr (2019) point out that a median split is not only a 

simpler analysis but typically leads to the same substantive conclusions. When deciding 

whether to perform a median split, we suggest researchers investigate and follow the 

recommendations in their respective fields. 

From an analysis standpoint, researchers can use the use the PROCESS macro to test 
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moderation in between-subjects designs (this includes spotlight and floodlight analyses as 

well as the identification of J-N points in floodlight analyses) (Hayes, 2022) or the MEMORE

(mediation and moderation analysis for repeated measures designs) macro to test moderation 

in two-condition within-subjects designs (Montoya, 2019).

We would like to share two final comments on moderation. First, researchers should 

carefully consider where they place moderators in the experiment, because they could affect 

the IV and/or DV. In general, we recommend placing moderators after the DV. In the case of 

moderators that are stable over time (e.g., individual difference variables), researchers could 

consider measuring them before the main study (see Studies 2 and 4 in Kirk et al., 2022) for 

an example, where the authors measured moderators over two weeks in advance). Second, 

although moderation occurs when the interaction between the IV and the moderator is 

significant, it is still possible that the effect of the IV on the DV is significant for some but not

all values of the moderator when the interaction is not significant (Hayes, 2022). In these 

cases, it may be worthwhile to explore the pattern of results. However, researchers should be 

very careful in their interpretation of results. For example, if the effect of the IV on the DV is 

significant at one value of the moderator but not another, we cannot say that the two values 

are significantly different from each other (see Hayes, 2022 for more discussion). 

7.2 Mediation

In contrast to moderation, mediation occurs when the IV leads to variation in a third variable 

(i.e., the mediator) which in turn leads to variation in the DV (Baron & Kenny, 1986; Edwards

& Lambert, 2007; Hayes, 2022). In mediation, there is a direct effect from the IV to the DV 

and an indirect effect from the IV to the mediator to the DV. When mediation is significant, it 

means that the indirect effect from the IV to the mediator to the DV is significant. Therefore, 
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mediation helps researchers explain “how” the IV causes the DV (Hayes, 2022). In other 

words, mediator variables help researchers establish the “underlying process” or “mechanism”

of an effect by identifying the variables that intervene between the IV and DV (Fairchild & 

McKinnon, 2009; Hayes, 2022). Importantly, the mediator should be conceptually distinct 

from both the IV and the DV. 

We highlight three common types of mediation in consumer research: simple, parallel,

and serial. First, simple mediation includes one mediator between the IV and the DV (see 

Figure 4 for a conceptual model). As an example, Stoner et al. (2018) found that 

psychological ownership mediated the relationship between product name (IV) and purchase 

intentions (DV) (see Study 2). We note that this is the simplest form of mediation and that the 

underlying process is often more complex.

-------

Insert figure 4 about here

--------

Next, parallel mediation includes more than one mediator between the IV and the DV 

(see Figure 5 for a conceptual model). Parallel mediation can help researchers test the relative 

importance of multiple mediators or rule out alternative explanations. Importantly, when 

mediators operate “in parallel,” they do not affect one another (Hayes, 2022). When more than

one mediator is significant, mediation can be either complementary (same signs) or 

competitive (opposite signs) (Zhao et al., 2010). As an example, Li et al. (2019) found that 

both warmth (+) and competence (-) mediated the relationship between emoticons (IV) and 

willingness to interact (DV) in opposite directions (see Study 1). Such competitive mediation 

illustrates how an indirect effect can still be present even when there is no total (i.e., main) 
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effect, as is the case in this study.

----------

Insert figure 5 about here

----------

Finally, serial mediation includes more than one mediator between the IV and the DV 

and each mediator affects the variable directly after it (see Figure 6 for a conceptual model). 

When two or more mediators operate “in serial” they are part of a causal chain between the IV

and the DV (Hayes, 2022). As an example, Newman et al. (2014) tested the following serial 

mediation model: green enhancement intentions (IV) → resource allocation (M1) → product 

quality (M2) → purchase intent (DV) (see Experiment 1). The authors found that green 

enhancement intentions (IV) affected resource allocation (M1) which in turn affected product 

quality (M2) which in turn affected purchase intent (DV).

--------

Insert figure 6 about here

--------

Researchers can use the use the PROCESS macro to test simple, parallel, and serial 

mediation in between-subjects designs (Hayes, 2022) or the MEMORE macro to test simple, 

parallel, and serial mediation in two-condition within-subjects designs (Montoya & Hayes, 

2017).

Next, we discuss two somewhat outdated guidelines for mediation. We are addressing 

these recommendations as they still persist in some circles as a topic of discussion even 

though the majority of experimental researchers in consumer behavior have moved away from

them. First, early research on mediation specifies that the direct effect from the IV to the DV 
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needs to be significant (Baron & Kenny, 1986). However, the only requirement to establish 

mediation is that the indirect effect from the IV to the mediator to the DV is significant 

(Hayes, 2022; Zhao et al., 2010). As a general rule, researchers should report the direct effect 

from the IV to the DV, the indirect effect from the IV to the mediator to the DV, and the total 

effect (i.e., the sum of the direct and indirect paths) when assessing mediation (Pieters, 2017). 

Second, past research often labels mediation as partial or full. Partial mediation occurs when 

the direct effect of the IV on the DV remains significant after adding the mediator, whereas 

full mediation occurs when the direct effect of the IV on the DV becomes insignificant after 

adding the mediator. A growing body of research recommends avoiding this terminology for 

two reasons. First, the distinction between partial and full mediation largely depends on 

sample size (Hayes & Rockwood, 2017; Hayes, 2022; Montoya & Hayes, 2017; Zhao et al., 

2010). Second, using the term “full mediation” may signal that a single mediator totally 

explains why the IV causes the DV (i.e., there are no other potential mediators), which is 

rarely the case in practice (Hayes & Rockwood, 2017; Hayes, 2022). 

Finally, we note that researchers often measure the mediator after the IV but before the

DV to mimic the causal chain. However, in some cases, researchers may measure the 

mediator after the DV to minimize potential interference from the mediator. This may be more

common when researchers use actual behavior as the DV or when demand effects might be 

likely. For example, Wu et al. (2017) tested the aesthetic design of food on consumption. In 

Study 2, participants ate actual cupcakes while watching video clips with the amount of the 

cupcake consumed as the DV. Participants responded to questions regarding perceptions of 

expensiveness of the cupcakes (a potential mediator) after they ate the cupcake. This makes 

sense for several reasons. First, the cupcake itself likely affected perceptions of 
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expensiveness, and therefore, participants could not have rated expensiveness prior to seeing 

or eating the cupcake. Second, having participants pause their consumption to answer 

questions may have directly impacted how much they consumed either by making them more 

mindful of their consumption (decreasing consumption) or causing them to reflect on how 

expensive what they were eating was (increasing consumption because the cupcake was 

expensive).

7.3 Moderated mediation

Sometimes, researchers test both moderation and mediation in a single model. Models that 

combine both moderation and mediation analysis are called conditional process models 

(Hayes, 2022; Holland et al., 2017). We focus on moderated mediation, which occurs when 

mediation changes based on the level of the moderator (Edwards & Lambert, 2007; Hayes, 

2015; Muller et al., 2005). The two most common forms of conditional process models are 

moderated mediation models where 1) moderation takes place between the IV and mediator 

(see Figure 7 for a conceptual model) and 2) moderation takes place between the mediator and

DV (see Figure 8 for a conceptual model) (Hayes & Rockwood, 2020). As an example, 

Hasford et al. (2022) found an interaction between selfishness (IV) and emotional intelligence

(moderator) such that high selfishness and emotional intelligence decreased physiological 

arousal (mediator) and increased subsequent fraud behavior (DV) (see Study 3). 

-----------

Insert figures 7 and 8 about here

----------

For conditional process models with more than one moderator and/or mediator, we 

refer readers to Hayes (2015, 2022) and Hayes and Rockwood (2020). Regardless of whether 
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researchers are testing moderation, mediation, moderated mediation, or any other conditional 

process model, presenting conceptual models (such as Figures 2 and 4-8) can help readers 

understand the relationships researchers test and interpret the results (Viglia et al., 2021).

8 INCLUDING MANIPULATION AND ATTENTION CHECKS 

One of the hallmarks of experiments is their ability to test cause and effect relationships. 

Researchers manipulate the IV to test its impact on the DV. Therefore, it is essential that the 

manipulation of the IV reflects the construct of interest and affects participants as expected. 

Researchers can implement manipulation checks to test the effectiveness of the manipulation. 

A manipulation check is a direct measure of the state that a manipulation should induce 

(Hauser et al., 2018). Some past research argues that manipulation checks are essential to 

ensure the validity of results (Fiedler et al., 2021; Pechman, 2019; Perdue & Summers, 1986). 

However, other researchers question whether manipulation checks are necessary (Hauser et 

al., 2018; Gruijters, 2022; Sawyer et al., 1995). For example, manipulation checks are 

probably not necessary when no plausible alternative explanation for the effect exists, 

researchers use well-established manipulations, the IV is isomorphic with its 

operationalization (e.g., the impact of color vs. black and white images where researchers 

manipulate the color of the image), or the manipulation is common sense or generally 

accepted knowledge (Kardes & Herr, 2019; Sawyer et al., 1995; Sigall & Mills, 1998). As an 

example, Stoner et al. (2018) manipulated whether participants named a stress ball or not 

(Study 1). In this case, the authors did not need to include a manipulation check because the 

name was objectively present or absent. Asking participants whether they named a stress ball 

would actually serve as an attention check (which we discuss later in this section) not a 

manipulation check. 
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In the event that a manipulation check is necessary, we concur with past research that 

strongly advocates for conducting a pretest with a separate sample from the same population 

to test the manipulation (Perdue & Summers, 1986, Kardes & Herr, 2019). This approach 

allows researchers to identify any problems before the main study and minimizes concerns 

related to including manipulation checks in the main study (Kardes & Herr, 2019). In some 

cases, a pretest may not be feasible when collecting data is prohibitively expensive or time 

consuming or when the participant pool is small, and a pretest might contaminate the main 

study using the same participants. In these instances, researchers often embed a manipulation 

check in the main study. However, placing a manipulation check before the DV can lead to an

interaction with the IV or demand effects, where participants respond in a way that they 

otherwise would not. Potential problems with placing the manipulation check after the DV 

include the possibility that the manipulation may wear off by the end of the survey or that the 

intervening variables may contaminate the manipulation check. However, this is generally 

preferable to placing the manipulation check before the DV and contaminating the DV. We 

therefore recommend that if a manipulation check is in the main study, it should be located 

after the DV, preferably with a filler task between the DV and the manipulation check. 

Regardless of whether the manipulation check is run separately or embedded in the study, it 

needs to ensure face validity (i.e., the stimuli is effective in manipulating what it is supposed 

to). As an example of a manipulation check, we return to Torelli et al. (2017). The authors 

implemented manipulation checks in a series of pilot studies to test the effectiveness of videos

in manipulating cultural distinctiveness. Participants watched the videos that the authors 

wanted to use in the main studies and responded to items that assessed cultural distinctiveness.

In addition, the authors used the pilot studies to rule out alternative explanations for the effect 
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of the IV on the DV. Specifically, the authors found that the cultural distinctiveness 

manipulation did not lead to differences in need for closure, positive mood, or negative mood.

In this way, researchers can also use pretests with manipulation checks to rule out alternative 

explanations. 

In contrast to manipulation checks, attention checks (also known as instructional 

manipulation checks), are questions that researchers can ask to confirm that participants are 

paying attention (Oppenheimer et al., 2009). Inattentive participants can increase the amount 

of noise and decrease the validity of the data, making removing participants who fail attention 

checks attractive to researchers (Berinsky et al., 2014, 2021; Oppenheimer et al., 2009). As an

example of an attention check, researchers could ask participants to select a specific response 

option (e.g., “select ‘neither disagree nor agree’” or “select the number four”). Researchers 

can design attention checks by either embedding them into a matrix table with other questions 

or having them stand alone (Berinsky et al., 2021). Another form of attention check (Abbey &

Meloy, 2017) is a comprehension check (also known as factual manipulation check; Hauser et

al., 2019), where participants summarize or answer basic questions about what they just read 

or viewed. In addition to traditional attention checks, researchers could also identify 

inattentive participants by examining response speed or checking for patterns in the data (e.g., 

straight lining, extreme responses, Christmas tree or other patterns, etc.) (Abbey & Meloy, 

2017; Hauser et al., 2019).

Although Berinsky et al. (2014) argue that attention checks do not affect participant 

responses on other items, an increasing body of evidence outlines several drawbacks of 

attention checks. For example, attention checks can lead to participant attrition (Abbey & 

Meloy, 2017), participant backlash that can reduce subsequent data quality (Oppenheimer et 
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al., 2009; Vannette, 2017), changes in attention (Hauser & Schwarz, 2015), and an increase in 

systematic thinking (Hauser & Schwarz, 2015). In addition, removing participants who fail 

attention checks can lead to “cherry picking” participants (Abbey & Meloy, 2017) or 

introduce bias if certain demographics or psychographics are more likely to fail the attention 

checks (Vannette, 2017). For example, participants with low trait attentiveness are more likely

to fail attention checks, which could be problematic if trait attentiveness is correlated with 

other traits integral to the investigation at hand (Berinsky et al., 2014; Hauser et al., 2019; 

Thomas & Clifford, 2017). Finally, past research contends that because attention changes over

time and attention checks vary in terms of difficulty, are weakly correlated, and are sensitive 

to learning effects, attention is actually quite difficult to measure (Berinsky et al., 2014, 2021; 

Curran, 2016; Hauser et al., 2019; Huang et al., 2015; Meade & Craig, 2012; Niessen et al., 

2016; Thomas & Clifford, 2017).

Because attention checks can reduce data quality, Qualtrics no longer recommends 

screening out participants based on attention checks (Vannette, 2017). An alternative strategy 

is to collect more data (i.e., a larger sample size) to offset any noise created by inattentive 

participants. If researchers do opt to implement attention checks, however, we agree with past 

research that recommends embedding them in an unobtrusive manner (Hauser et al., 2019; 

Thomas & Clifford, 2017) and placing them after the most important variables to minimize 

the potential for contamination (Hauser & Schwarz, 2015; Hauser et al., 2019). Overall, we 

recommend that researchers exercise caution in using attention checks and do not recommend 

removing participants simply for failing attention checks.

9 DETERMINING SAMPLE SIZE AND SELECTING PARTICIPANTS

In an experiment, it is important to ensure that there are enough participants in each 
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experimental condition—that is “per cell.” Past research argues that a number of published 

studies are woefully underpowered, which means that the sample size is too small to detect the

effect of interest (Baroudi & Orlikowski, 1989; Maxwell, 2004). For example, in an 

investigation of 57 articles, Baroudi and Orlikowski (1989) found that researchers had a 40% 

chance of not finding the effect due to low power. Therefore, the authors recommended that 

the sample size should be large enough to detect medium effects but small enough that trivial 

associations do not reach significance. 

Researchers typically determine the sample size in one of two ways. First, researchers 

could use a rule of thumb. For example, a common rule of thumb is 30 participants per cell 

(Koschate-Fischer & Schandelmeier, 2014). However, other existing rules of thumb are both 

lower and higher. For example, Simmons et al. (2011) recommend at least 20 participants per 

cell, whereas Pechman (2019) recommends at least 50 participants per cell for online samples 

like MTurk. Top journals may require even more participants per cell, especially for online 

samples (Pechman, 2019). 

Another way to determine sample size is to calculate it based on the significance level,

statistical power, and effect size (Koschate-Fischer & Schandelmeier, 2014). Researchers can 

estimate the effect size based on previous research with similar studies in the same domain or 

via a pretest (Baroudi & Orlikowski, 1989; Koschate-Fischer & Schandelmeier, 2014; Viglia 

et al., 2021). There are tools to help researchers determine the sample size using this 

approach. For example, Cohen (1992) offers a useful chart for determining the appropriate 

sample size for different statistical tests. In addition, there are a variety of programs and 

procedures to help researchers conduct power and sample size analysis, such as G*power 3 

(Faul et al., 2007), GLMPOWER and POWER procedures in SAS, the Power Analysis 
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procedure in SPSS, etc. However, even if researchers calculate the sample size using this 

statistical approach, they should still be aware of the sample size expectations in their field in 

case they need to collect even larger samples to publish in the journals in their field. 

In addition to increasing sample size to increase power, we note that Meyvis and Van 

Osselaer (2018) recommend increasing the effect size to increase power. Researchers can 

achieve this through the careful planning and analysis of experiments. This approach may be 

especially helpful when very large sample sizes are just not feasible.

Once researchers determine the sample size, they must select participants. 

Unfortunately, researchers are often constrained by the cost of recruitment and the availability

of participants. Therefore, convenience samples are useful in experimental research (Schwarz,

2019). The use of convenience samples, however, often leads to trade-offs in that inexpensive 

and readily available participants may be either more homogeneous (such as with student 

participants) or cause concerns about inattention (such as with online participants). In general,

using participants from a variety of sources in a series of studies can often offset the 

limitations inherent in a single source (although we acknowledge that narrow research 

questions may require narrower samples, e.g., the impact of anti-smoking advertising on 

cigarette smokers; Schwarz, 2019). Next, we discuss two of the most common participant 

pools in consumer research: student and online samples.

When it comes to student samples, two of the biggest criticisms are that students are 

not representative of “real” consumers (Kardes & Herr, 2019) and that student samples are 

rather homogenous (e.g., students tend to be similar in age, education, etc.) (Koschate-Fischer 

& Schandelmeier, 2014). As a result, according to the critics of student samples, researchers 

cannot extend their findings to “real” consumers, limiting the generalizability (i.e., external 
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validity) of the results (Espinosa & Oritnau, 2016; Lynch, 1982). These concerns have led 

some journals to discourage student samples (Bello et al., 2009). In contrast, some past 

research argues that student samples are often appropriate and sometimes even more 

appropriate than non-student samples. Koschate-Fischer and Schandelmeier (2014) 

summarize several reasons for this. Regarding representativeness, students do not pose a 

problem if the differences between students and non-students do not affect the IV. That is, 

although differences may exist on irrelevant attributes to the research at hand, students may be

similar to non-students on the relevant attributes (Kardes & Herr, 2019). Regarding 

homogeneity, this can reduce error variance and the impact of individual difference variables 

on the DV, making it easier to find an effect. The exception to this rule is when researchers 

cannot study the variable of interest (e.g., age) due to the homogeneity. Finally, students are 

especially qualified when they are familiar with the research context or when researchers are 

not sure if individual difference variables will interact with the IV. Given the controversy over

the use of student samples, we recommend that if researchers use student samples, they should

also use non-student samples to show that the effect replicates (Espinosa & Oritnau, 2016). 

For example, Rodas and John (2020) study the impact of women’s secret consumption on 

product evaluations and choice using three undergraduate student samples and five samples 

where the authors recruited women at a state fair. Ultimately, while student samples are 

generally acceptable, researchers should think about the relevance of using student 

participants given their research topic (Ferber, 1977). 

Like student samples, online samples facilitated by Amazon Mechanical Turk 

(MTurk), CloudResearch, Prolific, Qualtrics, and other companies offer researchers a 

relatively quick and inexpensive way to recruit a large number of participants. Some 
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criticisms of online samples include inattentiveness, poor language comprehension, non-

naiveté, deception, attrition, and self-selection. We expand on some of the most common 

concerns here and refer interested readers to Hauser et al. (2019) and Wright and Goodman 

(2019) for additional information. First, although past research shows that results from student

participants replicate with MTurk participants, and that in some cases, MTurk participants are 

more attentive and provide higher quality data than students (Goodman & Paolacci, 2017; 

Hauser & Schwarz, 2016; Hauser et al., 2019; Wright & Goodman, 2019), the quality of 

online participants varies widely (Schwarz, 2019). Some platforms like CloudResearch 

(formerly TurkPrime) try to help researchers save time and resources as well as improve data 

quality (see Litman et al., 2017). However, there are still concerns with attention (Goodman &

Paolacci, 2017; Hauser & Schwarz, 2016; Hauser et al., 2019; Peer et al., 2017; Wright & 

Goodman, 2019) and bots (e.g., computer programs that complete HITs on MTurk) 

(Chmielewski & Kucker, 2020) in online samples. Thus, researchers who use online samples 

may want to restrict participation to participants with high approval rates or implement 

attention checks (see Section 7) to ensure that participants are paying attention (Goodman et 

al., 2013; Hauser et al., 2019). Another potential issue with online samples is that participants 

are more experienced with completing surveys and thus “non-naïve” (Chandler et al., 2014; 

Goodman & Paolacci, 2017; Goodman et al., 2013; Hauser et al., 2019; Peer et al., 2017; 

Wright & Goodman, 2019). To minimize this concern, researchers can exclude online 

participants who participated in their previous similar surveys and/or use less common 

manipulations or measures (Goodman & Paolacci, 2017; Hauser et al., 2019). Next, similar to 

student samples, online samples may not be representative of the general population. For 

example, past research shows that online participants differ from the general population in 
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terms of their age, education, religiosity, political ideology, and other characteristics 

(Goodman & Paolacci, 2017; Paolacci & Chandler, 2014; Wright & Goodman, 2019). Finally,

there is some concern that because online samples are so quick and inexpensive, they may 

lead to questionable research practices, where researchers run multiple studies and only report 

those that are consistent with hypotheses or that offer the most novel contributions (Wright & 

Goodman, 2019). Because of these criticisms, we recommend that if researchers use online 

samples, they should try to replicate the effect using other samples as well. 

As a final note, although we advocate using participants from multiple sources, 

researchers should exercise caution in interpreting results from cross-cultural samples. For 

example, different languages (or even dialects) can alter participant interpretation and 

responses (Malhotra et al., 1996). Likewise, past research shows that cultural differences can 

generate question order effects as well as socially desirable responding and affect responses 

related to frequency estimates or items with reverse scoring (Haberstroh et al., 2002; Ji et al., 

2000; Lalwani et al., 2006; Schwarz, 2003; Wong et al., 2003). While we encourage 

replication using diverse samples, researchers should keep in mind that failure to replicate an 

effect could be due to the complexities of cross-cultural samples rather than the absence of the

effect. (See Malhotra et al., 1996 for an overview of considerations when performing cross-

cultural research.)

10 CONCLUSION

In this article, we provide best practices for implementing experimental research methods in 

consumer studies. Experiments are important in consumer research because they can help 

researchers establish cause and effect relationships through the manipulation of an IV and 

random assignment of participants to experimental conditions. When designing experiments, 
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researchers must make several decisions to design a well thought out experiment, which we 

outline in Figure 1.

First, researchers need to define their constructs and develop testable hypotheses based

on strong theory. Next, researchers need to operationalize the IV, moderator, mediator, and 

DV. Typically, the IV is a manipulated variable (where researchers need to determine the 

number of levels), the moderator is either manipulated or measured, and the mediator and DV 

are measured variables. The mediator is usually continuous, whereas the DV can be either 

categorical or continuous. Regardless of these specific decisions, researchers should try to 

enhance the degree of experimental realism in the IV and measure actual behavior in the DV 

as much as they can. 

Another issue for researchers to consider is the research design. We discussed the 

benefits and drawbacks of between-subjects, within-subjects, and mixed designs. When 

carryover effects are a major concern, researchers should use a between-subjects or mixed 

design. Closely related to the research design is the research setting. We compared internal 

and external validity across laboratory, field, and online experiments. Typically, lab 

experiments offer more internal validity and less external validity, whereas the reverse is true 

for field experiments. However, it is possible (and we encourage) researchers to try to enhance

external validity in lab experiments and internal validity in field experiments. Although some 

past research recommends using between-subjects designs and field experiments whenever 

possible, researchers should use the research design and setting that helps them answer their 

research question best. 

Once researchers establish a main effect, they can assess potential boundary conditions

(via moderation) as well as the underlying process (via mediation) to enhance their 
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contribution. We discussed manipulated and measured moderators as well as how to assess the

nature of the interaction. We also described three common types of mediation in consumer 

research: simple, parallel, and serial mediation.

Next, researchers can consider including manipulation or attention checks in their 

experiments. However, we note that there is some controversy surrounding manipulation and 

attention checks. If manipulation checks are necessary, we recommend implementing them in 

a pretest when possible. Although using attention checks can improve data quality (especially 

among online samples), we outline several potential drawbacks of attention checks. Perhaps a 

better course of action is to collect a large enough sample to account for any noise created due

to inattentive responding instead. 

Finally, we discussed the number and selection of participants. First, we shared some 

rules of thumb for cell sizes as well as tools to calculate sample size. Second, we 

recommended that although conducting experiments with students is generally acceptable, 

researchers should target non-students in studies where differences between students and non-

students could affect the variables in the experiment. Ideally, researchers should use a mix of 

participants from multiple sources in a series of studies to show that the effect replicates 

across different samples. Related to this recommendation, one major theme that emerged is 

that researchers should consider making different decisions across studies (e.g., in 

operationalizing variables, research design, research setting, participants, etc.) to provide 

converging evidence and strengthen the overall empirical package. Although we focus on 

experiments in this paper, where researchers manipulate the IV to show cause and effect 

relationships, we note that some researchers may also measure the IV to demonstrate the 

robustness of the effect across a series of studies. 
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Importantly, we acknowledge that we only scratched the surface of experimental 

research methods in this paper. Therefore, we refer readers to the articles we cited to 

understand the nuances of each topic and for additional guidance. We also recognize that best 

practices for implementing experiments are constantly evolving. For example, an emerging 

(and controversial) trend in top tier marketing journals is pre-registration—the act of 

documenting your research question or hypothesis, IV, DV, control variables, analyses, rules 

to exclude participants, and sample size before you collect data (e.g., on AsPredicted.org) 

(Simmons et al., 2021). Some scholars think pre-registration is required to believe the results, 

while others think it just adds more work (Krishna, 2021, p. 146). For instance, Simmons et 

al. (2021) argue pre-registration can increase transparency and decrease p-hacking (the 

selective reporting of results). However, Pham and Oh (2021b) argue that pre-registration is 

neither necessary nor sufficient for good science and that better tools with lower opportunity 

costs exist (e.g., sharing study materials and data) (Pham & Oh, 2021a; 2021b). Given this 

and other ongoing debates in various fields, we encourage researchers to familiarize 

themselves with the author guidelines of target journals and to seek out new publications to 

stay up to date on best practices for experiments. 
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FIGURES 

FIGURE 1 Topics researchers need to consider when designing experiments. The section 
number represents the corresponding section in this paper.
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FIGURE 2 Conceptual model for moderation (PROCESS macro model 1; Hayes, 2022).
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FIGURE 3A Measured moderation due to a change in magnitude (left) versus a change in direction (right).
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FIGURE 3B Manipulated moderation due to a change in magnitude (left) versus a change in direction (right).
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FIGURE 4 Conceptual model for simple mediation (PROCESS macro model 4; Hayes, 
2022).
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FIGURE 5 Conceptual model for parallel mediation (PROCESS macro model 4; Hayes, 
2022).
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FIGURE 6 Conceptual model for serial mediation (PROCESS macro model 6; Hayes, 
2022).
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FIGURE 7 Conceptual model for moderated mediation with first stage moderation 
(PROCESS macro models 7 and 8; Hayes, 2022); the dashed line represents (optional) direct 
effect moderation (Hayes, 2015).
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FIGURE 8 Conceptual model for moderated mediation with second stage moderation 
(PROCESS macro models 14 and 15; Hayes, 2022); the dashed line represents (optional) 
direct effect moderation (Hayes, 2015).
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